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Abstract—With the development of deregulated electricity markets, a customer can enter a contract with one of several competing utility companies. Meanwhile, a utility company is motivated to increase its market share by helping its customers manage their energy usage and save money through demand response programs. In this paper, we study the demand response program in deregulated electricity markets for data centers that often have significant flexibility in workload scheduling. We consider the real-time pricing (RTP) and model the data centers’ coupled decisions of utility company choices and workload scheduling as a many-to-one matching game with externalities. To solve such a game, we show that it admits an exact potential function, whose local minima correspond to the stable outcomes of the game. We further develop a distributed algorithm that guarantees to converge to a stable outcome. Compared with the scenario without data centers’ demand response, we show through simulation that the proposed algorithm can reduce the average contract payment of data centers by 18.7% and increase the revenue of the utility companies that offer lower electricity tariffs up to 80% by attracting more data centers as customers.
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I. INTRODUCTION

The advances in small-scale power plants and the integration of communication technologies into the power grids have enabled deregulated electricity markets for many parts of the world [1], such as the states of Texas and Pennsylvania in the United States [2], Alberta in Canada [3], and Nordic countries in Europe [4]. In a deregulated market, a customer is free to purchase electricity from one of several competing utility companies. Meanwhile, the utility companies can take advantage of such flexibility and dynamically set their retail price to attract more customers and gain a larger market share [5]. This motivates the utility companies to deviate from today’s common practice of flat-rate pricing and implement real-time pricing (RTP) [6]. When the customers respond to such a pricing scheme through demand response, the utility companies benefit from a smoother energy demand profile and sometimes a higher revenue. The customers, on the other hand, can take advantage of the lower prices.

In this paper, we focus on the data centers’ utility company choices and price-based demand response. Data centers often monitor and control the demands of their information technology (IT) equipment (e.g., servers, routers). Many typical workloads (e.g., scientific computations, data analytics) in data centers are often delay-tolerant, hence may be rescheduled to off-peak hours [7], [8]. This motivates a recent rich body of literature on the design of the demand response algorithm for data centers, which can be divided into two main threads.

The first thread of literature is concerned with the data centers’ workload management problem. Different techniques such as stochastic optimization [9], convex optimization [10], [11], and mixed-integer linear programming [12] have been used to tackle the workload management problem. These works often assumed fixed energy price of the utility company and addressed the cost minimizing problem from the data centers’ point of view. The second thread of literature is concerned with the utility companies’ pricing decisions for data centers. Wang et al. in [13] applied a two-stage optimization method to optimize the energy pricing rates for a utility company, in addition to the optimization of the energy demand profiles for data centers. Tran et al. in [14] studied the interactions among utility companies and data centers by a Stackelberg game model, where the utility companies obtain a closed-form solution to the cost minimization problems of data centers.

In this paper, we study the emerging deregulated markets, where multiple utility companies compete to supply electricity to the same group of geographically dispersed data centers. Each data center can choose a utility company to sign the contract and schedule its workload to minimize its contract payment. We emphasize that signing contracts with multiple utility companies may not be practical for a data center in a deregulated electricity market. In particular, market deregulation promotes competition among the utility companies to offer better products, rates, and plans to retain and attract customers. Hence, in practice, a data center can choose the utility company with the best offer that fits its requirements. If a data center is not satisfied with its current utility company, it can switch to another utility company. A viable example for our proposed market mechanism is the deregulated electricity market in Houston in the United States, where there are 42 data centers [15] that can sign bilateral contracts with eight competing utility companies [16]. We consider the RTP from the utility companies, where the payments from the data centers depend on the amount and time of their electricity usage. With the RTP, the data centers’ decisions are coupled together through their choices of utility companies. We capture the data centers’ coupled decisions of utility company choices.
and workload scheduling as a many-to-one matching game, where each utility company can supply electricity to multiple data centers, and a data center can match with one utility company. The underlying mechanism is a matching with externalities [17], due to the coupling decision of data centers. We characterize the stable outcome of the game, where no data center has an incentive to change its matched utility company and workload schedule unilaterally. Such characterization is challenging as there does not exist a general methodology for solving a matching with externalities. This paper is an extension of our previous work [18] by considering the energy demand uncertainties, as well as the preference of data centers and utility companies in their matching choice.

The contributions of this paper are as follows:

- **Data Center Workload Model:** We model the workloads’ arrivals and executions in a data center by a time-dependent multiclass queuing system. Such a model provides a framework to compute the optimal number of active servers and the execution time of delay-tolerant services, subject to the constraints on the waiting time of the interactive real-time services over the contract period.
- **Risk-Aware Contract:** Data centers have uncertainty about their workload demand and local renewable generation. We introduce a risk measure called the conditional value-at-risk (CVaR), which enables the data centers to limit the risk of deviation in the energy demand from the contracted amount. To the best of our knowledge, this is the first work that incorporates risk management in the data center demand response problem.
- **Solution Method and Algorithm Design:** We characterize an exact potential function and show that the stable outcomes correspond to the local minima of the potential function. One can determine a local optimal solution to the potential function by solving a mixed-integer nonlinear optimization problem, which is NP hard. Instead, we develop an algorithm that can be executed by the data centers and utility companies in a distributed fashion and converges to a stable outcome of the game.
- **Performance Evaluation:** We perform simulations on a market with 50 data centers and 10 utility companies. When compared with the scenario without the demand response, our proposed algorithm reduces the cost of data centers and the peak-to-average ratio (PAR) of the aggregate demand of data centers connected to the same utility company by 18.7% and 8%, respectively. The proposed algorithm also enables the utility companies to attract more data centers as customers by setting lower energy tariffs, and as a result increase their revenue up to 80%. The computational complexity of the proposed algorithm is linear with the number of utility companies and independent of the number of data centers.

The rest of this paper is organized as follows. Section II introduces the system model. In Section III, we propose a matching game model for the data centers interaction. We also develop a distributed algorithm to obtain a stable outcome. In Section IV, we evaluate the performance of the proposed algorithm. Section V concludes the paper.

II. System Model

Consider a system with $D$ data centers and $U$ utility companies. Let $D = \{1, \ldots, D\}$ and $U = \{1, \ldots, U\}$ denote the set of data centers and the set of utility companies, respectively. Data center $d \in D$ can purchase electricity from a utility company in a predetermined set $U_d \subseteq U$. Utility company $u \in U$ is able to serve a predetermined set $D_u \subseteq D$ of data centers. Sets $U_d, d \in D,$ and $D_u, u \in U,$ are determined based on the geographic locations of the utility companies and data centers as well as the topology of the power network. Fig. 1(a) shows a system with five data centers and three utility companies. Fig. 1(b) shows the corresponding bipartite graph representation. For example, utility company 1 can sell electricity to data centers in set $D_1 = \{1, 2, 3\}$. Data center 4 can choose a utility company from set $U_4 = \{2, 3\}$.

Each data center $d$ possesses an energy management system (EMS) connected to the utility companies in set $U_d$ via a two-way communication network. It enables exchanging information such as the energy demands of the corresponding data center and the energy price for entering a bilateral contract.

A. Bilateral Contract and Contract Pricing Models

In deregulated markets, a data center can enter a bilateral contract with one utility company to purchase electricity. We can capture the contracts between data centers and utility companies as a many-to-one matching function [19].

**Definition 1:** A many-to-one matching among the data centers and utility companies is a function $m : D \cup U \rightarrow \mathcal{P}(D \cup U)$, where $m(u) \subseteq D_u$ represents the set of data centers served by utility company $u \in U$, and $m(d) \subseteq U_d$ with $|m(d)| = 1$ represents the utility company choice of data center $d \in D$. Here, $|\cdot|$ denotes the cardinality and $\mathcal{P}$ is the power set of a set.

Fig. 1 (c) shows a feasible many-to-one matching, where a data center enters a contract with one utility company, while a utility company can enter contracts with multiple data centers. We assume that a data center can enter a short-term contract (e.g., one day) with a utility company [7], [20], [21]. Without loss of generality, we assume that the contract period of all data centers starts and finishes at the same time. We divide the intended contract period into a set $T = \{1, \ldots, T\}$ of $T$ time slots with an equal length, e.g., 15 minutes per time slot.

In matching $m$, data center $d \in D$ specifies its energy demand profile $e_d(t), t \in T$, to be satisfied by its utility company choice. Each utility company purchases electricity from the wholesale market with a price $p(t), t \in T$. The utility companies may offer RTP rates to the flexible large loads such as data centers. In an RTP scheme, the retail price of utility company $u$ depends on both the volume and time of the energy consumption of all its customers. The (unit) retail price of utility company $u \in U$, in time slot $t \in T$, and matching $m$ is an increasing convex function of the total energy demand $e_u(t) = e^{\text{other}}_u(t) + \sum_{d \in m(u)} e_d(t)$, where $e^{\text{other}}_u(t)$ denotes the demand in time slot $t$ for the customers served by utility company $u$ excluding the data centers. The retail price is greater than the wholesale price, in order to guarantee a positive profit for the utility company. We use the
first-order Taylor approximation of the retail price near the wholesale price as follows:

\[ p_u^t(e_u(t), m) = p(t) + \kappa_u(t) e_u(t), \quad u \in U, \ t \in T, \]  

where \( \kappa_u(t), u \in U, t \in T, \) are nonnegative coefficients with the unit of $$/\text{MWh}^2$.

The utility companies can determine \( \kappa_u(t) \) according to the cost of supplying electricity to the data centers.

The linear retail price model in (1) has been used in different problem settings such as the Cournot and Bertrand competitive markets [22] and retail power markets [23].

This linear price model can be extended to a piecewise linear model, which can be used to approximate non-linear dynamic pricing schemes. The pricing scheme in (1) depends on the energy demand across all data centers. It motivates data center \( d \) towards scheduling its energy demand \( e_{d}(t), t \in T \) to take advantage of the retail price fluctuations and lower its contract payment \( \sum_{t \in T} e_{d}(t) p_u^t(e_u(t), m) \) in matching \( m \), where \( m(d) = \{u\} \).

\[ \sum_{t \in T} e_{d}(t) p_u^t(e_u(t), m) \]  

B. Data Center’s Operation Model

The energy demand of a data center includes the demand for the workloads execution [9], [14]. A data center offers different service classes (e.g., video streaming, data analytics) to its customers. Consider data center \( d \in D \), let \( C_d = \{1, \ldots, C_d\} \) denote the set of service classes, where \( C_d = |C_d| \). We assume that both the workloads’ inter-arrival time and execution time follow the exponential distribution [13], [14].

We can model the workloads’ arrivals and executions by a time-dependent multiclass \( M/M/1 \) queuing system [24].

To manage the energy demand for executing the workloads in a data center, we consider the possibility of deferring the execution of an incoming workload to future time slots.

To meet the quality-of-service requirements, the delay in executing an incoming workload needs to be controlled within a certain range, which depends on the type of service request. Let \( \Delta_{c,d} \) denote the maximum number of time slots that the execution of a workload of service class \( c \in C_d, d \in D \), can be delayed. If \( \Delta_{c,d} = 0 \), then the service cannot be delayed due to its interactive nature. Examples of such interactive services include web search, online gaming, and video streaming. For the delay-tolerant flexible services, such as scientific applications, data analytics, and file processing, we have \( \Delta_{c,d} \geq 1 \) [25].

We propose a probabilistic workload scheduling framework.

The EMS in data center \( d \) may defer the execution of a workload of service class \( c \) from time slot \( t_1 \in T \) to \( t_2 \in [t_1, t_1 + \Delta_{c,d}] \) with a “time-shift” probability \( p_{c,d}(t_1, t_2) \).

For data center \( d \), let \( p_{c,d}(t_1) = (p_{c,d}(t_1, t_2), t_2 \in T) \) denote the time-shift probability mass function for the arriving workloads of service class \( c \) in time slot \( t_1 \). The EMS of data center \( d \) decides on the probability mass functions \( p_{c,d} = (p_{c,d}(t), t \in T) \) for service classes \( c \in C_d \).

We have

\[ p_{c,d}(t_1, t_2) = 0, \quad \text{if } t_2 \not\in [t_1, t_1 + \Delta_{c,d}], \]  

\[ p_{c,d}(t_1, t_2) \in [0, 1], \quad \text{if } t_2 \in [t_1, t_1 + \Delta_{c,d}], \]  

\[ \sum_{t_2 \in T} p_{c,d}(t_1, t_2) = 1, \quad t_1 \in T. \]  

(2c)

Let \( \lambda_{c,d}(t) \) denote the average arrival rate of workloads of service class \( c \in C_d \) in data center \( d \) and time slot \( t \).

We consider homogeneous servers in data center \( d \) and use \( c_{d} \) to denote the average time that it takes for a server in data center \( d \) to execute a workload of service class \( c \). In the case with heterogeneous servers, we can use the average processing time over different server types. If there exists only one service class \( c \) in data center \( d \), then all the operating servers execute the workloads of service class \( c \) in time slot \( t \) with the average execution rate \( \mu_{c,d}(t) = n_d(t)/c_{d} \).

Nevertheless, the operating servers execute multiple service classes simultaneously. In Appendix A, we show that the process of the workloads of service class \( c \) can be modeled by an equivalent single-class \( M/M/1 \) queuing system with the workloads’ average arrival rate \( \bar{\lambda}_{c,d}(t) \) and execution rate

\[ \bar{\mu}_{c,d}(t) = \mu_{c,d}(t) \left(1 - \left(\rho_d(t) - \frac{\bar{\lambda}_{c,d}(t)}{\bar{\mu}_{c,d}(t)}\right)\right), \]  

where \( \rho_d(t) = \sum_{c \in D} \bar{\lambda}_{c,d}(t)/\bar{\mu}_{c,d}(t) \) is the average server utilization in time slot \( t \) in data center \( d \). We use the steady state approximation to compute the average number of backlog workloads at the end of time slot \( t - 1 \) as follows [24]:

\[ J_{c,d}(p_{c,d}, t) = \frac{\bar{\lambda}_{c,d}(t-1)}{\bar{\mu}_{c,d}(t-1) - \bar{\lambda}_{c,d}(t-1)}. \]  

(5)

By characterizing the workloads, we determine the bounds on the number of operating servers in data center \( d \). The scheduled workloads in each time slot should be executed in a
short period of time. Let $\delta_{c,d}$ denote the maximum execution time (i.e., the waiting time in the queue plus the servers service time) for the workloads of service class $c$ in data center $d$. Due to the large number of operating servers in a data center, the value of $\delta_{c,d}$ is generally much smaller than the length of one time slot, e.g., $\delta_{c,d}$ often corresponds to a few seconds. Our approach, however, is applicable to any value of $\delta_{c,d}$.

In Appendix A, we show that a workload of service class $c$ in data center $d$ experienced the maximum expected execution time either at the beginning or at the end of time slot $t$ [26]. We use the steady state approximation of the expected execution time of an incoming workload of service class $c$ at the end of time slot $t$. Thus, we have $1/(\pi_{c,d}(t) - \lambda_{c,d}(t)) \leq \delta_{c,d}$. By performing some algebraic manipulations, we obtain

$$\frac{\sum_{c' \in C_d} \pi_{c',d} \lambda_{c',d}(t)}{\delta_{c,d}} + \sum_{c' \in C_d} \pi_{c',d} \lambda_{c',d}(t) \leq n_d(t), \quad c \in C_d, \quad d \in D, \quad t \in T.$$ (6)

Moreover, inequality $1/(\pi_{c,d}(t-1) - \lambda_{c,d}(t-1)) \leq \delta_{c,d}$ implies that $\lambda_{c,d}(p_{c,d}(t))$ in (5) is upper bounded by $\delta_{c,d} \lambda_{c,d}(t-1)$. Hence, we can approximate the number of initial workloads of service class $c$ at the beginning of time slot $t$ as $\sum_{c' \in C_d} \pi_{c',d} \lambda_{c',d}(t-1)$. The expected execution time at the beginning of time slot $t$ for a workload of service class $c$ is $(1 + \sum_{c' \in C_d} \pi_{c',d} \lambda_{c',d}(t-1))/\pi_{c,d}(t)$. It should be less than or equal to $\delta_{c,d}$. By performing some algebraic manipulations, we obtain

$$\frac{\sum_{c' \in C_d} \pi_{c',d} \lambda_{c',d}(t) + \sum_{c' \in C_d} \pi_{c',d} \lambda_{c',d}(t-1)}{\delta_{c,d}} \leq n_d(t), \quad c \in C_d, \quad d \in D, \quad t \in T.$$ (7)

In data center $d$, the number of operating servers is also upper bounded by $n_d^{\max}$. We have

$$n_d(t) \leq n_d^{\max}, \quad d \in D, \quad t \in T.$$ (8)

Next, we approximate energy demand of data center $d$ for workloads execution by the energy consumption of the operating servers, which have an average utilization $\rho_d(t)$, over the steady state period in time slot $t$. Let $E_d^{\text{idle}}$ and $E_d^{\text{peak}}$ denote the average idle energy consumption and the peak energy consumption per time slot of a single server in data center $d$, respectively. The average energy demand of data center $d \in D$ in time slot $t \in T$ can be obtained by

$$e_d^a(t) = \eta_d(t) n_d(t) (E_d^{\text{idle}} + (E_d^{\text{peak}} - E_d^{\text{idle}}) \rho_d(t)),$$ (9)

where $\eta_d(t) > 1$ is the power usage effectiveness of data center $d$ in time slot $t$. The typical value of $\eta_d(t)$ for most data centers is between 1.5 and 2 [27].

We assume that a data center possesses a small-scale renewable generator (e.g., photovoltaic (PV) panel) to partially supply its demand. We also assume that a data center possesses an energy storage system. The data center can charge and discharge the energy storage system to smooth out the fluctuations in the energy demand and renewable generation. Data center $d$ schedules the energy storage's charging and discharging profile $e_d^b = (e_d^b(t), t \in T)$, where $e_d^b(t)$ denotes the amount of energy being charged ($e_d^b(t) > 0$) to or discharged ($e_d^b(t) < 0$) from the battery energy storage in time slot $t$. The charging/discharging rate of the energy storage in data center $d$ has limits $e_d^{b,\min} < 0$ and $e_d^{b,\max} > 0$. That is,

$$e_d^{b,\min} \leq e_d^b(t) \leq e_d^{b,\max}, \quad d \in D, \quad t \in T.$$ (10)

Let $E_d^{b,\text{init}}$ denote the initial energy level of the energy storage in data center $d$. The stored energy in the energy of data center $d$ until time $T'$ is nonnegative and upper bounded by the limit $E_d^{b,\text{max}}$. Thus, we have

$$0 \leq E_d^{b,\text{init}} + \sum_{t=1}^{T'} e_d^b(t) \leq E_d^{b,\text{max}}, \quad d \in D, \quad T' \leq T.$$ (11)

Finally, the total energy demand of data center $d$ in time slot $t$ is obtained by

$$e_d(t) = e_d^a(t) + e_d^b(t) - e_d^b(t), \quad d \in D, \quad t \in T.$$ (12)

C. Risk-Aware Energy Demand Scheduling

The accurate prediction of renewable generation is a challenge. The predicted renewable generation $\hat{e}_d^b(t)$ often does not exactly match with the actual generation level $e_d^b(t)$ in time slot $t \in T$. The predicted arrival rate $\hat{\lambda}_{c,d}(t)$ of the workloads of service class $c$ in data center $d$ and time slot $t$ often does not exactly match with the actual arrival rate $\lambda_{c,d}(t)$ either.

Let vectors $\hat{e}_d = (\hat{e}_d^a(t), t \in T)$ and $e_d = (e_d^a(t), t \in T)$ denote the actual and predicted generation profiles of the renewable generator in data center $d$, respectively. Let vectors $\hat{\lambda}_{c,d} = (\hat{\lambda}_{c,d}(t), t \in T)$ and $\lambda_{c,d} = (\lambda_{c,d}(t), t \in T)$ denote the profiles of actual and predicted arrival rate of the workloads of service class $c$ in data center $d$, respectively. We define vectors $\hat{\lambda}_d = (\hat{\lambda}_{c,d}, c \in C_d)$ and $\lambda_d = (\lambda_{c,d}, c \in C_d)$ for data center $d$. The uncertainty in the renewable generation and workloads arrival causes the actual energy demand $e_d(t)$ to deviate from the predicted energy demand $\hat{e}_d(t)$. We use (9) and (12) to express $\hat{e}_d(t) - e_d(t)$ as

$$\hat{e}_d(t) - e_d(t) = \sum_{c \in C_d} \left( \varphi_{c,d}(t) (\hat{\lambda}_{c,d}(t) - \lambda_{c,d}(t)) \right) + \hat{\psi}_{c,d}(t') \left( \hat{\lambda}_{c,d}(t') - \lambda_{c,d}(t') \right) - \left( \hat{e}_d(t) - e_d(t) \right),$$ (13)

where

$$\varphi_{c,d}(t) = \pi_{c,d} \eta_d(t) p_{c,d}(t, t) (E_d^{\text{peak}} - E_d^{\text{idle}}), \quad t \in T,$$

and

$$\psi_{c,d}(t', t) = \pi_{c,d} \eta_d(t) p_{c,d}(t', t) E_d^{\text{peak}}, \quad t', t \in T.$$

The excess energy demand of data center $d$ in time slot $t$ is equal to $[\hat{e}_d(t) - e_d(t)]^+$, where $[.]^+ = \max\{., 0\}$. Utility company $u$ can set penalties $p_u^+(t)$, $t \in T$ with the unit of $$/MWh to prevent the data centers from under-estimating their demand. We define the cost of risk associated with the excess energy demand of data center $d$ in matching $m$ as

$$R_d(\hat{\lambda}_d, \lambda_d, \hat{e}_d^a, e_d^a) = \sum_{t \in T} p_u^+(t) [\hat{e}_d(t) - e_d(t)]^+,$$ (14)
where \( m(d) = \{ u \} \). Utility company \( u \) can determine the penalties \( p_u^m(t), t \in T \), by taking into account the real-time prices in the spot electricity market. In this paper, we consider the scenario that each data center purchases electricity from a utility company to meet its excess energy demand. In a scenario that data center \( d \) purchases electricity directly from the spot market to meet its excess energy demand, the cost model in (14) (without subscript \( u \) in \( p_{u}^m(t), t \in T \)) can be interpreted as the payment of data center \( d \) to the spot market.

We consider CVaR to determine appropriate vectors \( \lambda_d \) and \( e_u^d \) [28]. Optimizing the CVaR enables a data center to use the historical data record about its workloads and renewable energy generation to limit the risk of high penalty for the excess energy demand within a confidence level. The CVaR for data center \( d \) is defined for a confidence level \( \beta_d \in (0,1) \), and vectors \( \lambda_d \) and \( e_u^d \) as

\[
\text{CVaR}_{d,\beta_d}(\lambda_d, e_u^d) = \mathbb{E}\left[R_d(\hat{\lambda}_d, \lambda_d, e_u^d) \mid R_d(\hat{\lambda}_d, \lambda_d, e_u^d, e_u^d) \geq \alpha_{\beta_d}\right],
\]

where \( \mathbb{E}[\cdot] \) is the expectation over the random variables \( \hat{\lambda}_d \) and \( e_u^d \), and we have \( \alpha_{\beta_d} = \min \{ \alpha_d \mid \text{Pr}(R_d(\cdot) \leq \alpha_d) \geq \beta_d \} \). Minimizing the CVaR in (15) results in the appropriate vectors \( \lambda_d \) and \( e_u^d \) that minimize the expected value of the penalty \( R_d(\cdot) \) when it is higher than \( \alpha_{\beta_d} \).

In general, the explicit characterization of the probability distributions of the random variables \( \hat{\lambda}_d \) and \( e_u^d \) are not available. However, it is possible to estimate the CVaR in (15) by adopting the sample average approximation (SAA) technique [29]. We use the set \( \mathcal{J} \triangleq \{1, \ldots, J\} \) of \( J \) samples of random variables \( \hat{\lambda}_d \) and \( e_u^d \) to estimate \( \text{Pr}(\lambda_d^j, e_u^d) \), the probability of the scenario with \( j \)th sample. The CVaR function in (15) can be approximated by [29]

\[
\text{CVaR}_{d,\beta_d}(\lambda, e_u^d) \approx \min_{\alpha_d \in \mathbb{R}} \Gamma_{d,\beta_d}(\alpha_d, \lambda_d, e_u^d),
\]

where

\[
\Gamma_{d,\beta_d}(\alpha_d, \lambda_d, e_u^d) = \alpha_d + \frac{1}{\beta_d} \left[ \frac{\text{Pr}(\lambda_d^j, e_u^d)}{1 - \beta_d} \left[ R_d(\lambda_d^j, \lambda_d, e_u^d) - \alpha_d \right] \right]^+.
\]

### D. Preference of the Data Center and Utility Company

The total cost of data center \( d \) in matching \( m \) includes the bill payment and the CVaR function \( \Gamma_{d,\beta_d}(\cdot) \). Let \( a_d = \{(p_{d,c}, c \in C_d), e_u^d, \mu_d, \lambda_d, e_u^d, \alpha_d\} \) denote the scheduling decision vector of data center \( d \). The contract payment of data center \( d \) depends on its utility company choice \( m(d) = \{ u \} \) in matching \( m \) and the joint decision vector \( \alpha = (a_d, d \in \mathcal{D}) \) of all data centers through the pricing scheme in (1). We have

\[
c_d(a, m) = (1 - \omega_d) \mathbb{E}_{t \in T}[e_u(t)p_u^m(e_u(t), m)]
\]

\[
+ \omega_d \Gamma_{d,\beta_d}(\alpha_d, \lambda_d, e_u^d),
\]

where \( \omega_d \) is a weight coefficient in the interval \( [0,1] \). For data center \( d \in \mathcal{D} \), we define preference relation \( \succeq_d \) over the pairs \( (a, m) \) and \( (a', m') \) as

\[
(a, m) \succeq_d (a', m') \iff c_d(a, m) \leq c_d(a', m').
\]

Utility company \( u \) prefers a contract with a higher revenue. It also prefers a lower PAR of the aggregate energy demand to improve the performance of the energy network during peak hours. Reducing the PAR helps the utility company lower its retail price, hence can attract more customers. We consider the following objective function for utility company \( u \in \mathcal{U} \):

\[
f_u(a, m) = (1 - \omega_u)p_u^m(a, m) - \omega_u f_{\text{PAR}}(a, m),
\]

where \( \omega_u \) is a weight coefficient in the interval \([0,1]\). The revenue of utility company \( u \in \mathcal{U} \) in matching \( m \) is

\[
f_u^r(a, m) = \sum_{d \in m(u)} \sum_{t \in T} e_u(t)p_u^m(e_u(t), m),
\]

and the PAR of the energy demand of the data centers in set \( m(u) \) is

\[
f_{\text{PAR}}(a, m) = \max_{t \in T} \left\{ e_u^r(t) + \frac{\sum_{d \in m(u)} e_u(t)}{\sum_{d \in m(u)} e_u(t)} \right\}.
\]

The total energy supply from utility company \( u \) is upper-bounded by \( e_u^\text{max} \), due to the limited energy budget and transmission capacity in the network. We define the preference relation \( \succeq_u \) for utility company \( u \in \mathcal{U} \) over the pairs \( (a, m) \) and \( (a', m') \) as

\[
(a, m) \succeq_u (a', m') \iff \begin{cases} f_u(a, m) \geq f_u(a', m'), \\ e_u(t), e_u'(t) \leq e_u^\text{max}, t \in T. \end{cases}
\]

### III. Problem Formulation and Algorithm Design

Data center \( d \) aims to minimize its cost in (18) and achieve the most preferred scheduling decision and utility company choice based on the preference relation in (19). The decision making of data centers are interdependent, since the cost of a data center in (18) is a function the joint decision vector \( a \) of all data centers as well as the matching structure \( m \). We capture the interactions among the data centers as a many-to-one matching game [19], which is defined as follows:

**Game 1 (Data Center Many-to-One Matching Game):**

- **Players:** The set of all data centers \( \mathcal{D} \).
- **Strategies:** The strategy of data center \( d \) is the tuple \( s_d = (a_d, m(d)) \). Let \( \mathcal{S}_d \) denote the feasible strategy space for data center \( d \) defined by (2)–(13), (17), and constraint \( m(d) \subseteq \mathcal{U}_d \). Let \( s = (s_d, d \in \mathcal{D}) \) denote the strategy profile of all data centers. Let \( s_{-d} \) denote the strategy profile of all data centers except data center \( d \).
- **Costs:** Data center \( d \) aims to minimize the cost \( c_d(s_d, s_{-d}) \) as in (18), which is a function of strategy profiles of data center \( d \) and other data centers.

We emphasize that in the above-mentioned matching game, the utility companies are not players and the function forms of their prices are fixed based on (1), i.e., parameters \( \kappa_u(t), t \in T \) are fixed for each utility company \( u \). That is, Game 1 considers the perspective of the data centers. However, utility company \( u \) signs a contract with the most preferred data centers based on the preference relation in (21).
Here, the cost of data center $d$ depends on the demand schedules of other data centers matched to the same utility company as $d$. Hence, our game is a matching game with externalities among the data centers [17], [19]. For our problem setting, the outcome of the game is a matching $m$ and the joint scheduling decision profile $a$ of the data centers. The outcome is stable if there exists no data center that incurs a lower cost from changing either its matched utility company or its action profile unilaterally [17], [19].

**Definition 2 (Stable Outcome):** A stable outcome of the matching game is the feasible strategy profile $s^* = (s^*_d, d \in D)$ such that for $d \in D$

$$c_d(s^*_d, s^*_{-d}) \leq c_d(s, s^*_{-d}), \quad s \in S_d. \quad (22)$$

In general, a stable outcome may not exist in a matching game with externalities [17]. Furthermore, there does not exist a general algorithm that guarantees to compute a stable outcome in a matching game with externalities. To study the stable outcomes in Game 1, we consider the concept of best response strategy of data center $d$, which is defined as

$$s^\text{best}_d(s_{-d}) \in \arg \min_{s_d \in S_d} c_d(s_d, s_{-d}), \quad d \in D. \quad (23)$$

A stable outcome is a fixed point of the best responses of all data centers. That is, $s^\text{best}_d(s^*_{-d}) = s^*_d$ for all $d \in D$.

Problem (23) for data center $d$ involves choosing a utility company. Hence, it is a non-convex optimization problem with discrete variables. However, under the given strategy profile $s_{-d}$ and matching $m$, problem (23) can be transformed into a convex optimization problem with quadratic objective function and linear constraints with variables $a_d$. There are two steps involved in solving problem (23) for data center $d$ under a given strategy profile $s_{-d}$: (a) solving a convex optimization problem for a fixed matching $m$, and (b) comparing the objective value for all utility company choices for a data center.

We prove the existence of a stable outcome for Game 1 by constructing an exact potential function [30]. Such a function is defined as follows:

**Definition 3 (Exact Potential Function):** A function $P(s)$ is an exact potential for Game 1, if for any feasible strategy profiles $s = (s_d, s_{-d})$ and $\bar{s} = (\bar{s}_d, s_{-d})$, we have

$$c_d(s_d, s_{-d}) - c_d(\bar{s}_d, s_{-d}) = P(s_d, s_{-d}) - P(\bar{s}_d, s_{-d}). \quad (24)$$

A potential function $P(s)$ tracks the changes in the data center's cost when its strategy changes. In the following theorem, we characterize an exact potential function for Game 1.

**Theorem 1:** Game 1 admits an exact potential function

$$P(s) = \sum_{u \in U} \sum_{t \in T} \left( \sum_{d \in m(u)} (1 - \omega^{\text{var}}_d) \left( \kappa_u(t) \left( e^u_d(t) + e^\text{other}(t) e(t) + \sum_{d' < d \in m(u)} e_d(t) e_{d'}(t) \right) \right) + p(t) e_d(t) \right) + \sum_{d \in D} \omega^{\text{var}}_d \Gamma_{d, d}(a_d, \lambda_d, e^d_d). \quad (25)$$

The proof can be found in Appendix B. Under a given matching $m$, the potential function (25) is a convex function of $a$. Let $a^*_m$ denote the global minimum of $P(s)$ under a given matching $m$. Let $M$ denote the set of tuples $(a_m, m)$ for all matchings $m$. In Theorem 2, we show that the stable outcomes of the matching game are in set $M$.

**Theorem 2:** Game 1 has at least one stable outcome, which is in set $M$.

The proof can be found in Appendix C. We now propose Algorithm 1 executed by the data centers and utility companies in a distributed fashion to converge to a stable outcome. The proposed algorithm is based on the gradient decent method and best response update of multiple data centers.

Let $i$ denote the iteration index. In Algorithm 1, Lines 1 to 3 describe the initialization for the data centers and utility companies. Lines 5 and 6 describe the information exchange between the data centers and utility companies about the energy demands and retail prices. Lines 7 to 11 describe how a data center $d$ chooses a utility company and how a utility company $u$ responds to the data centers.

**Algorithm 1:**

Lines 7 to 11 of Algorithm 1 describe how a data center $d$ chooses a utility company and how a utility company $u$ responds to the data centers. To compute the best response strategy $s^\text{best}_d(s^*_m)$, data center $d$ solves problem (23) for different possible utility company choices $m(d) \in U_d$, as it is a convex optimization problem under the given strategy profile $s^*_{-d}$ and utility company choice $m(d)$. If its current utility company is different from the utility company choice in its best response strategy, data center $d$ sends a termination request to its current utility company. A utility company $u$ uses the preference relation $\succeq_u$ in (21) to accept the most preferred termination request. Next, each data center $d$ sends a connection request to the utility company in its best response strategy if its termination request has been accepted. A utility company $u$ uses the preference relation $\succeq_u$ in (21) to accept the most preferred connection request. Note that each utility company can accept at most one termination request and at most one connection request per iteration.

Lines 12 to 15 describe how a data center $d$ updates its strategy $s^*_d$. If data center $d$ changes its matching, then it updates its scheduling decision profile with its best response, i.e., $a^{i+1}_d := a^{\text{best}, i}_d$. By receiving the updated retail price for the new matching $m^{i+1}$, each data center $d$ (that has not changed its utility company) updates its updated action profile $a^{i+1}_d$ based on the following gradient updating process:

$$a^{i+1}_d = \left[ a^i_d - \gamma^i_d \nabla_{a^i_d} c_d(a^i_d, a^{i-1}_d, m^{i+1}) \right]_{\psi}, \quad (26)$$

where $\gamma^i_d > 0$ is a diminishing step size with $\sum_{i=0}^{\infty} \gamma^i_d = \infty$ and $\sum_{i=0}^{\infty} (\gamma^i_d)^2 < \infty$, and $[\cdot]_\psi$ is the projection onto the feasible space defined by (2)–(13), and (17). The effect of externalities among the decision making of the data centers in Game 1 can be observed in Lines 6, 7, 9, and 11 of Algorithm 1. In Line 6, utility company $u$ updates its retail price, which depends on the scheduling decisions of all data centers connected to that utility company. In Line 7, data center $d$ solves the optimization problem (23), the solution of which depends on the retail prices of the utility companies. In Lines 9 and 11, the preference relation (21) of utility company $u$ depends on the joint scheduling decisions of all data centers connected to that utility company.

**Remark 1:** In Lines 9 and 11 of Algorithm 1, each utility company is allowed to accept at most one termination request and at most one connection request per iteration. As we show
Algorithm 1 The Data Center Matching Game Algorithm.

Initiation phase
1: Set \( i := 1 \) and \( \xi := 10^{-3} \).
2: Randomly assign each data center \( d \in \mathcal{D} \) to a utility company \( m^i(d) \subseteq \mathcal{U}_d \), and initialize action profile \( a_d^i \).
3: Send parameters \( \kappa_d(t), t \in T \) to the data centers in set \( \mathcal{D}_u \).

Matching phase
4: \textbf{Repeat}
   
   \texttt{Information exchange}\n
5: Each data center \( d \) sends utility preference \( p_d^i(c_d^i(t), m^i) \) for \( t \in T \) to the utility company in set \( \mathcal{U}_d \).
6: Each utility company \( u \) updates retail prices \( p_u^i(c_u^i(t), m^i) \) for \( t \in T \) using (1) and sends to the data centers in set \( \mathcal{D}_u \).

Utility company choice
7: Each data center \( d \) chooses a utility company in set \( \mathcal{U}_d \) by computing its best response strategy in (23).
8: Each data center \( d \) sends termination request to its current utility company if it is different from the chosen one.
9: Each utility company \( u \) accepts the most preferred termination request based on the preference relation \( \succeq_u \) in (21).
10: Each data center \( d \) sends connection request to its chosen utility company if its termination request has been accepted.
11: Each utility company \( u \) accepts the most preferred connection request based on the preference relation \( \succeq_u \) in (21).

Strategy update
12: Each data center \( d \) with an accepted connection request updates its utility company in set \( \mathcal{U}_d \) with the chosen utility. Otherwise, \( m^{i+1}(d) := m^i(d) \).
13: Each data center \( d \) that changes its utility company, updates its action profile with its best response, i.e., \( a_d^{i+1} := a_d^{\text{best},i} \).
14: Each utility company \( u \) communicates the retail price for the updated matching \( m^{i+1} \) to the data centers in \( \mathcal{D}_u \).
15: Each data center \( d \) that does not change its utility company, updates \( a_d^{i+1} \) according to (26).
16: \( i := i + 1 \).
17: \textbf{Until} No data center wants to change its strategy, i.e., \( m^i = m^{i-1} \) and \( ||a^i - a^{i-1}|| < \xi \).

in Theorem 3, this assumption enables us to prove the convergence of Algorithm 1 to a stable outcome. The intuition behind this assumption is as follows. In Line 9, a utility company accepts the termination requests one by one per iteration, and thereby reducing its retail price gradually in order to retain those data centers who has submitted termination requests. In Line 11, a utility company accepts the connection requests one by one per iteration to avoid a sudden price increase and losing many data centers as customers.

In the following theorem, we show that Algorithm 1 converges to a stable outcome.

Theorem 3: Algorithm 1 globally converges to a stable outcome of the data center matching game.

The proof can be found in Appendix D. In the following, we evaluate the per-iteration complexity of Algorithm 1 for each data center and the average number of iterations for Algorithm 1 to converge to a stable outcome.

Remark 2: In Line 7 of Algorithm 1, each data center \( d \) solves \( |\mathcal{U}_d| \) convex optimization problems to determine its best response strategy. Furthermore, the data centers update their utility company choice and workload schedule in parallel. Hence, the per-iteration complexity of Algorithm 1 for data center \( d \) is independent of the number of data centers in the system and depends only on the number of utility companies in set \( \mathcal{U}_d \), i.e., \( O(|\mathcal{U}_d|) \).

Remark 3: Depending on the number of termination requests and connection requests in Lines 8 and 10 of Algorithm 1, multiple data centers (between 0 and \(|\mathcal{U}_t|\)) update their strategies using their best responses. Hence, Algorithm 1 can be interpreted as a best response algorithm with multiple updates per iteration. In [31, Theorem 2], it is shown that in a potential game, the average number of iterations to converge for a best response algorithm (with one update per iteration) is linear with the number of players. The strategy update of multiple data centers in one iteration of Algorithm 1 can be roughly interpreted as multiple consecutive iterations with one update. Hence, we can use [31, Theorem 2] to conclude that under the given number of utility companies, the average number of iterations for Algorithm 1 to converge to a stable outcome is linear with the number of data centers, i.e., \( O(D) \).

IV. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the stable outcome of the matching game. We set the contract period to be one day. We divide a day into \( T = 96 \) time slots, where each time slot is 15 minutes. We consider the electricity market with 10 utility companies serving 50 data centers, which are free to choose a utility company from a random predetermined subset of seven utility companies. Fig. 2(a) shows the wholesale market price on Oct. 10, 2016 of the Ontario’s wholesale market [32]. Each data center is equipped with a PV plant. We use the historical generation data for Ontario, Canada power grid database from June 1, 2016 to Oct. 1, 2016 [32] to obtain the samples for PV generation. Fig. 2(b) shows the average output power of a PV unit over 24 hours obtained from the historical generation data. For each data center, we scale the available historical data such that the average generation level of the PV plants becomes 0.5 MW per time slot. Each data center is equipped with an energy storage system. The maximum charging/discharging rate and capacity of an energy storage is set to 0.05 MW and 0.5 MWh, respectively. The initial energy level of the storage system in each data center is set to 50% of the maximum capacity.

To simulate the arrival rate of the workloads in a data center, we use the World Cup 98 web hits data [33], which consists of all the requests made to the 1998 World Cup website between Apr. 30, 1998 and Jul. 26, 1998 (i.e., 89 days). This dataset includes several service classes (e.g., HTML, JPEG) for different locations. For simulations, we randomly select 5 service classes for each data center and consider the average workload arrival rates of those service classes in the dataset. We also assume some additional specifications for the service classes. In data center \( d \), the workloads of service classes \( c = 1, \ldots, 5 \) can be delayed by at most \( \Delta_{c,d} = 0, 4, 8, 16, 20 \) time slots, respectively. We set \( \delta_{c,d} \) at random from the interval of \([0.1\text{ sec}, 3\text{ sec}]\) for service classes in each data center. The time of the requests are available in the World Cup 98 web hits dataset. We divide the collection period into 12 time intervals of seven consecutive days. Next, for each time interval, we determine the average number of workloads of service class \( c \) in time slot \( t \). We obtain 12 samples of the...
average arrival rate for the workloads of service class \( c \) in each time slot. We consider \( n_{d}^{\text{max}} = 14,000 \) homogeneous servers with power ratings \( P_{d}^{\text{idle}} = 100 \text{ kW} \) and \( P_{d}^{\text{peak}} = 200 \text{ kW} \) per time slot in each data center \( d \). Parameters \( \omega_{c,d} \), \( c \in C_d \) for the servers are chosen at random from interval \([0.1 \text{ sec}, 10 \text{ sec}]\). The coefficient \( \omega_{d}^{\text{max}} \) is set to 0.5, and parameters \( n_{d}(t) \), \( t \in T \) are set to 1.5 for all data centers. The confidence level \( \beta_{d} \) for data center \( d \) is chosen at random from interval \([0.75, 0.85] \).

Parameters \( \kappa_{u}(t) \) for utility companies \( u = 1, 2, \ldots, 10 \) are set to 0.224, 0.208, \ldots, 0.08 \$/\text{MWh}^{2} \) for \( t \in T \), respectively. We set \( p_{u}^{\text{up}}(t) = 20 \text{ $/MWh} \), \( t \in T \), and \( \omega_{u} = 0.8 \) for all utility companies. We perform simulations using Matlab in a PC with processor Intel(R) Core(TM) i7-3770K CPU@3.5 GHz.

We first demonstrate how Algorithm 1 enables a data center to manage its energy demand. The step size in iteration \( i \) is set to \( \gamma_{d}^{i} = 1/(50 + 0.07 \times i) \). For the sake of comparison, we consider the benchmark scenario, where each data center randomly chooses a utility company and does not schedule its workloads. Consider data center 1 as an example. Fig. 3(a) shows the predicted arrival rate of the delay-tolerant workloads in data center 1 requesting service class 5. With workload scheduling, the number of workloads during peak hours is reduced. Fig. 3(b) shows that with workload scheduling, the total number of operating servers in data center 1 decreases over the day, e.g., it is reduced from 14,000 to 12,000 around 5 pm. Moreover, Fig. 3(c) shows that the energy demand of data center 1 is reduced by 17.3\% (from 11 MWh to 9.1 MWh on average) during the period from 12 pm to 6 pm, as a result of workload scheduling and reducing the number of servers.

We then study the changes in the cost of data centers when they implement Algorithm 1. Fig. 4 shows the daily cost of data centers 1 to 10 in three scenarios: (i) the benchmark scenario without demand response and utility company choice, (ii) the scenario without demand response and with utility company choice, and (iii) the scenario with both demand response and utility company choice. When comparing the second scenario with the first scenario, the total cost of the data centers decreases by 8.8\% on average as a result of choosing their preferred utility company. When comparing the third scenario with the first scenario, the total cost of the data centers decreases by 18.7\% as a result of both workload scheduling and choosing their preferred utility company. Note that in the second and third scenarios, there may exist some data centers (e.g., data centers 6 and 9) with a higher cost compared with the first scenario. This is due to the effect of externalities, i.e., the workload scheduling and utility company choices of other data centers on the price values. Nevertheless, in the stable outcome, no data center has an incentive to change its utility company choice and workload scheduling.

Next, we study the impact of the confidence level \( \beta_{d} \) on the energy demand prediction and risk of high excess energy demand for the data centers. It enables us to study the strategy of a data center in reducing the risk of penalty for excess energy demand in the contract. Fig. 5(a) shows the values of \( \Gamma_{1,\beta_{1}}(\cdot) \) in (17) for data center 1 with \( \beta_{1} \) in the range between 0.05 to 0.95. When \( \beta_{1} \) increases, the data center becomes more risk averse and will try to decrease the risk of high excess energy demand by assigning a higher predicted workload energy demand and a lower predicted PV generation. Hence, the value of \( \Gamma_{1,\beta_{1}}(\cdot) \) decreases when \( \beta_{1} \) increases. Fig. 5(b) shows the contracted energy demand profiles of data center 1 with confidence levels \( \beta_{1} = 0.95 \) and \( \beta_{1} = 0.8 \). The contracted energy demand of the data center is larger in most time slots with the confidence level \( \beta_{1} = 0.95 \). That is, the data center is risk-averse and prefers to sign a contract for a larger amount of workload.
of its energy demand, in order to reduce the risk of penalty payment for the excess energy demand. Fig. 5(c) shows the ratio of the expected excess energy demand to the contracted energy demand for data center 1 with the confidence level $\beta_1$. When $\beta_1$ increases from 0.05 and 0.95, the expected excess energy demand (which should be supplied either by the utility company or directly from the spot market) decreases from 7.8% to 0.07% of the contracted energy demand. It also shows that in general this data center prefers to sign the bilateral contract with a utility company for most of its energy demand.

We now compare the PAR and revenue of the utility companies in three scenarios: (i) the benchmark scenario without data centers’ demand response and utility company choice, and with the utility companies’ randomly selection of a data center in responding to the connection or termination requests from data centers, (ii) the scenario with data centers’ demand response and utility company choice, and with parameter $\omega_u = 1$ for the preference relation (21) for the utility companies, and (iii) the scenario with data centers’ demand response and utility company choice, and with parameter $\omega_u = 1$ for the preference relation (21). Recall that the value of $\omega_u$ indicates the importance of reducing the PAR compared with increasing the revenue in responding to the connection or termination requests from data centers. Fig. 6(a) shows that, compared with the first scenario, the PAR is reduced by 4.6% and 8% on average in the second and third scenarios, respectively. The PAR is the lowest in the third scenario, as for $\omega_u = 1$, reducing the PAR is the most dominant factor for the utility companies in responding to the connection or termination requests.

Fig. 6(b) shows the revenue of the utility companies in the above-mentioned three scenarios. Utility company 1 has the highest parameter $\kappa_u(t)$ and utility company 10 has the lowest parameter $\kappa_u(t)$. Fig. 6(b) shows that the utility companies with a higher parameter $\kappa_u(t)$ have a higher average revenue in the benchmark scenario, since data centers randomly choose their matched utility company, and utility companies randomly accept the connection and termination requests from data centers. However, if data centers choose their matched utility company according to preference relation (19) and utility companies have the preference relation in (21) with $\omega_u = 0$, then the revenue of those utility companies with a higher $\kappa_u(t)$ decreases (up to 70%) and the revenue of those utility companies with a lower $\kappa_u(t)$ increases (up to 80%). In fact, in the stable outcome for the second scenario, the number of data centers connected to utility companies 1 to 10 are 2, 3, 3, 4, 5, 7, 8, and 10, respectively. It illustrates that parameter $\kappa_u(t)$ affects the market share, and hence the revenue for a utility company. When comparing the second scenario with the third scenario, the revenue of the utility companies is 9.8% higher on average, since increasing the revenue is the dominant criterion in the second scenario.

Finally, we evaluate the average number of iterations of Algorithm 1. Fig. 7(a) depicts the convergence of the potential function in one of our simulations for 50 data centers. The potential function decreases in each iteration and converges to a stable outcome in 40 iterations. Fig. 7(b) shows the average number of iterations versus the number of data centers for an error tolerance $\xi = 10^{-2}$. We perform simulations for 20 random initial conditions for the matching structure and data centers’ energy demands. The number of utility companies is set to 10 in all scenarios. For each scenario, we increase the step size gradually and report the smallest number of iterations for convergence. The number of iterations increases in the number of data centers. However, our algorithm always converges in a reasonable number of iterations.

V. Conclusion

In this paper, we addressed the data centers’ problem of choosing utility companies and scheduling workload in
a deregulated electricity market. We showed that with the RTP, the data centers’ decisions of utility company choices and workload scheduling become coupled with each other and with the pricing decisions of the utility companies. We modeled the interaction among data centers as a many-to-one matching game with externalities. It was a challenge to prove the existence of the stable outcome of the underlying matching game. We addressed this challenge by constructing an exact potential function, whose local minima correspond to the stable outcomes of the game. Constructing an exact potential function also enabled us to develop a distributed algorithm to reach a stable outcome. Simulation results showed that the data centers can increase their costs by 18.7% with the proposed algorithm, as they can purchase electricity from their preferred utility company and shift their demand to off-peak hours. Meanwhile, the utility companies can achieve an 8% reduction in the PAR. The utility companies with lower tariffs can increase their revenue by 80% through attracting more data centers as customers. For future work, we plan to extend the proposed data center’s operation model by considering a time-dependent multiclass \( G/G/1 \) queuing system, and extend our proposed matching algorithm by taking into account the transmission lines congestion and power flow models.

**APPENDIX**

**A. Multiclass \( M/M/1 \) Queuing System Model**

In the first step, we determine an equivalent \( M/M/1 \) queuing model for the arrival an execution of the workloads of service class \( c \) in data center \( d \) and time slot \( t \). In the second step, we use the transient behaviour of the underlying queuing system to show that a workload of service class \( c \) in data center \( d \) experienced the maximum expected execution time either at the beginning or at the end of each time slot \( t \).

1) Consider data center \( d \in D \) in time slot \( t \in T \). There are multiple service classes in data center \( d \). Hence, \( \rho_d(t) - \lambda_{c,d}(t)/\mu_{c,d}(t) = \sum_{c' \in C_d, c' \neq c} \lambda_{c',d}(t)/\mu_{c',d}(t) \) is the proportion of time slot \( t \) that the servers are busy with executing the workloads of the service classes other than \( c \). Therefore, \( 1 - (\rho_d(t) - \lambda_{c,d}(t)/\mu_{c,d}(t)) \) is the proportion of time slot \( t \) that the servers in data center \( d \) are not busy with executing the workloads of service classes other than \( c \). Note that the parameter \( \mu_{c,d}(t) = n_d(t)/\sigma_{c,d}(t) \) is the average execution rate of the workloads in time slot \( t \) if all the operating servers only execute the workloads of service class \( c \). Hence, in the underlying multiclass queuing system, by allocating \( 1 - (\rho_d(t) - \lambda_{c,d}(t)/\mu_{c,d}(t)) \) of time slot \( t \) to execute the workloads of service class \( c \), the average workload execution rate becomes \( \pi_{c,d}(t) = \mu_{c,d}(t) \left( 1 - (\rho_d(t) - \lambda_{c,d}(t)/\mu_{c,d}(t)) \right) \). Consequently, we can capture the process of the workloads of service class \( c \) in data center \( d \) and time slot \( t \) by an equivalent \( M/M/1 \) queuing system with an average workload arrival rate \( \lambda_{c,d}(t) \) and an execution rate \( \pi_{c,d}(t) \).

2) We use the transient behaviour of the \( M/M/1 \) queuing system corresponding to the workloads of service class \( c \). We consider time slot \( t \) and use the continuous parameter \( \tau \) to represent the time elapsed since the beginning of time slot \( t \). Hence, \( \tau \) varies from 0 to one time slot. We drop time index \( t \) from the parameters in the rest of the proof to avoid the potential of confusion. Consider the \( M/M/1 \) queuing system corresponding to the workloads of service class \( c \) in data center \( d \) and time slot \( t \). The state of the queue represents the number of workloads in the system in time \( \tau \). Let \( q_{c,d}(k_1, k_2) \) denote the probability of being in state \( k_2 \) in time \( \tau \) when the initial state in time \( \tau = 0 \) is \( k_1 \). For data center \( d \), let \( W_{c,d}(k_1, \tau) \) denote the expected execution time of a workload of service class \( c \) in time \( \tau \) when the initial state is \( k_1 \). We have

\[
W_{c,d}(k_1, \tau) = \sum_{k=0}^{\infty} \left( k + 1 \right) q_{c,d}(k_1, k, \tau). \tag{27}
\]

We can rewrite (27) as

\[
W_{c,d}(k_1, \tau) = \sum_{k=0}^{\infty} \left( \frac{k}{\pi_{c,d}} \right) q_{c,d}(k_1, k, \tau) + \sum_{k=0}^{\infty} \left( \frac{1}{\pi_{c,d}} \right) q_{c,d}(k_1, k, \tau). \tag{28}
\]

The value of \( \sum_{k=0}^{\infty} k q_{c,d}(k_1, k, \tau) \) in the first summation of (28) is equal to the expected number of workloads of service class \( c \) in time \( \tau \) when the queue’s initial state is \( k_1 \). We denote this summation by \( Q_{c,d}(k_1, \tau) \). For the summation in the second term, we have \( \sum_{k=0}^{\infty} q_{c,d}(k_1, k, \tau) = 1 \). We can rewrite (28) as

\[
W_{c,d}(k_1, \tau) = Q_{c,d}(k_1, \tau) + 1 - \frac{1}{\pi_{c,d}}. \tag{29}
\]

We now show that a workload of service class \( c \) in data center \( d \) experienced the maximum expected execution time either at the beginning or at the end of each time slot \( t \). It is sufficient to show that function \( W_{c,d}(k_1, \tau) \) in (29) is maximized when either \( \tau = 0 \) or \( \tau \) is equal to one time slot.

From (29), it is sufficient to determine the time \( \tau \) that maximizes function \( Q_{c,d}(k_1, \tau) \). We can compute the derivative of function \( Q_{c,d}(k_1, \tau) \) with respect to \( \tau \) as [26]

\[
Q'_{c,d}(k_1, \tau) = \lambda_{c,d} - \pi_{c,d}(1 - q_{c,d}(k_1, 0, \tau)). \tag{30}
\]
We now consider the following three scenarios for $k_1$, the initial number of workloads of service class $c$.

1) $k_1 = 0$: In this scenario, the queuing system corresponding to the workloads of service class $c$ is initially empty. Thus, with probability of one, there is no workload in the queue in time $\tau = 0$, i.e., we have $q_{c,d}(k_1,0,0) = 0$. From (30), we have $Q_{c,d}(k_1,0) = \overline{X}_{c,d}$, which is nonnegative.

When time $\tau$ elapses from 0 to one time slot, then the value of $q_{c,d}(k_1,0,\tau)$ decreases from one to its steady state value. Meanwhile, from (30), the value of $Q_{c,d}(k_1,\tau)$ decreases from $\overline{X}_{c,d}$ and converges to zero. Therefore, the value of $Q_{c,d}(k_1,\tau)$ increases gradually and converges to its steady state value, and hence functions $Q_{c,d}(k_1,\tau)$ and $W_{c,d}(k_1,\tau)$ are maximized when $\tau$ is equal to one time slot. In this scenario, the maximum value of $W_{c,d}(k_1,\tau)$ is $\frac{1}{\overline{\pi}_{c,d} - \overline{X}_{c,d}}$.

2) $0 < k_1 \leq \frac{\overline{\pi}_{c,d} - \overline{X}_{c,d}}{\overline{\pi}_{c,d} - \overline{X}_{c,d}}$: Initially there exist some workloads of service class $c$ in the queue, but the number of initial workloads is at most $\frac{\overline{\pi}_{c,d} - \overline{X}_{c,d}}{\overline{\pi}_{c,d} - \overline{X}_{c,d}}$. Thus, we have $q_{c,d}(k_1,0,0) = 0$. From (30), we have $Q'(k_1,0) = \overline{X}_{c,d} - \overline{\pi}_{c,d}$, which is negative.

When time $\tau$ elapses from 0 to one time slot, then the value of $q_{c,d}(k_1,0,\tau)$ increases from zero to its steady state value. Meanwhile, $Q_{c,d}(k_1,\tau)$ increases gradually from its initial value, i.e., $\overline{X}_{c,d} - \overline{\pi}_{c,d}$, becomes positive, and then decreases to zero. Therefore, the value of $Q_{c,d}(k_1,\tau)$ decreases at the beginning, and then increases gradually and converges to its steady state value. Hence, $Q_{c,d}(k_1,\tau)$ and $W_{c,d}(k_1,\tau)$ are maximized when $\tau$ is equal to one time slot.

3) $k_1 > \frac{\overline{\pi}_{c,d} - \overline{X}_{c,d}}{\overline{\pi}_{c,d} - \overline{X}_{c,d}}$: We have $q_{c,d}(k_1,0,0) = 0$. From (30), we obtain $Q'(k_1,0) = \overline{X}_{c,d} - \overline{\pi}_{c,d}$, which is negative.

When time $\tau$ elapses from 0 to one time slot, then $q_{c,d}(k_1,0,\tau)$ increases from zero to its steady state value, and hence the value of $Q_{c,d}(k_1,\tau)$ decreases from its initial negative value, i.e., $\overline{X}_{c,d} - \overline{\pi}_{c,d}$ and converges to zero. Thus, $Q_{c,d}(k_1,\tau)$ decreases gradually and converges to its steady state value. In this scenario, $Q_{c,d}(k_1,\tau)$ and $W_{c,d}(k_1,\tau)$ are maximized when $\tau = 0$. The proof is completed.

### B. Proof of Theorem 1

To prove Theorem 1, we substitute (25) into the right-hand side of (24) and substitute (18) into the left-hand side of (24) for strategies $s$ and $\tilde{s}$, and show that the results are the same. By changing the strategy of data center $d$ from $s_d$ to $\tilde{s}_d$, its utility company choice is changed from $u$ to $\tilde{u}$, and its decision profile is changed from $\alpha_d$ to $\tilde{\alpha}_d$. Hence, the matching structure is changed from $\alpha_d$ to $\tilde{\alpha}_d$ and the energy demand of data center $d$ is changed from $e_d(t)$ to $\tilde{e}_d(t)$ in time slot $t \in T$.

By substituting (25) into the right-hand side of (24) for $s = (s_d, s_{-d})$ and $\tilde{s} = (\tilde{s}_d, s_{-d})$, we obtain

$$P(s_d, s_{-d}) - P(\tilde{s}_d, s_{-d}) =$$

$$\sum_{t \in T} \left(1 - \omega_{c,d} \left(\kappa_u(t) \left(c\tilde{d}_u(t) + e\tilde{u}(t) e_d(t) \right) + \sum_{d < d'} \mu(e_d(t) e_{d'}(t) + p(t) e_d(t)) \right) + \omega_{c,d} \left(\Gamma_{d,\beta_d}(\alpha_d, \lambda_d, e_d') - \Gamma_{d,\beta_d}(\tilde{\alpha}_d, \tilde{\lambda}_d, e_d') \right) \right).$$

In (31), the terms related to the data centers other than data center $d$ cancel each other, since the strategy of other data centers are unchanged in $\tilde{s} = (\tilde{s}_d, s_{-d})$. By substituting (18) into the left-hand side of (24) for $s = (s_d, s_{-d})$ and $\tilde{s} = (\tilde{s}_d, s_{-d})$, we have

$$c_d(s_d, s_{-d}) - c_d(\tilde{s}_d, s_{-d}) =$$

$$\sum_{t \in T} \left(1 - \omega_{c,d} \left(\kappa_u(t) \left(c\tilde{d}_u(t) p\alpha_d(c_u(t), m) - \tilde{e}_d(t) p\alpha_d(c\tilde{u}(t), \tilde{m}) \right) + \omega_{c,d} \left(\Gamma_{d,\beta_d}(\alpha_d, \lambda_d, e_d') - \Gamma_{d,\beta_d}(\tilde{\alpha}_d, \tilde{\lambda}_d, e_d') \right) \right).$$

By substituting the retail price (1) into (32), the cost change for data center $d$ will be equal to the potential function change in (31). This completes the proof.

### C. Proof of Theorem 2

We first show that the global minimum of the potential function (25) is a stable outcome. Let $s^* = (a_m, m^*)$ be the global minimum of $P(s)$. Thus, if data center $d$ changes its action profile to $a_d$ or its utility company to $m(d)$ unilaterally, then the potential function increases. The change in the exact potential function is equal to the change in the cost of the deviating data center $d$. Hence, the cost of data center $d$ increases as well. Thus, no unilateral deviation from $s^*$ can reduce the cost of any data center, and hence $s^*$ is a stable outcome of Game 1. As the exact potential function (25) has at least one global minimum, the matching game has at least one stable outcome.

Next we show that an arbitrary stable outcome $(a, m)$ is in set $M$. We prove this by contradiction. Suppose that a stable outcome $(a, m)$ is not in set $M$. Hence, we have $a \neq a_m$. By definition, $a_m$ is the global minimum of the potential function under matching $m$. We also know that $P(a, m)$ is a convex function of $a$. Thus, a unilateral change of $a_d$ for any data center $d$ in the opposite direction of the gradient $\nabla a_d P(a, m)$ will reduce the potential function, and thus the cost of that data center. It contradicts the supposition that $(a, m)$ is a stable outcome. Hence, $(a, m)$ is in set $M$.

### D. Proof of Theorem 3

Since the potential function (25) is lower bounded (it is always positive), it is sufficient to show that the potential function decreases in each iteration of Algorithm 1. Line 17 of Algorithm 1 guarantees that if the algorithm converges, the result is a stable outcome. Our proof involves two steps:

- **Step a)** We show that the potential function decreases when the data centers update their utility company choices in Line 12 of Algorithm 1. Each data center updates its utility company choice to reduce its cost. Nevertheless, we cannot directly use (24) in Definition 3 to conclude that the potential...
function decreases accordingly. In fact, equality (24) holds if a data center changes its utility company choice unilaterally. However, in Line 12 of Algorithm 1, several data centers may update their utility company choices simultaneously.

Consider iteration $i$ of Algorithm 1. We prove by induction that the potential function decreases when $k$ data centers update their utility company choices simultaneously, where $k \geq 1$ is an arbitrary number.

**Base case:** Consider $k = 1$. If one data center updates its utility company choice, then it corresponds to a unilateral change in the strategy of the data center to reduce its cost. Hence, from (24) in Definition 3, the potential function $P(s^i)$ decreases, when the cost of a data center decreases.

**Induction step:** Consider $k = d$. Suppose that the potential function $P(s^i)$ decreases, when $d$ data centers change their utility company choices in Line 12 of Algorithm 1. We prove that the potential function also decreases when $k = d + 1$ data centers change their utility company choices simultaneously.

Without loss of generality, we denote the index set of data centers that change their utility company choices as $\{1, \ldots, d+1\}$, which is partitioned into two sets: $\{1, \ldots, d\}$ and $\{d+1\}$. The simultaneous changes in the utility company choices of data centers $\{1, \ldots, d+1\}$ correspond to the simultaneous changes in the utility company choices of data centers $\{1, \ldots, d\}$, and the change of utility company choice for data center $d+1$. From our induction assumption, when data centers $\{1, \ldots, d\}$ change their utility company choices, the potential function decreases. In the following, we show that the potential function further decreases when data center $d+1$ changes its matched utility company. Suppose that data center $d+1$ decides to leave utility company $m'(d+1) = \{u^i_{d+1}\}$ in iteration $i$ and connect to utility company $m^{i+1}(d+1) = \{u^{i+1}_{d+1}\}$. According to Line 7 of Algorithm 1, such a decision is the best response of data center $d+1$. Hence, the cost of data center $d+1$ should decrease from $c^i_{d+1}$ to $c^{i+1}_{d+1}$, i.e., $c^{i+1}_{d+1} < c^i_{d+1}$ if other data centers do not change their utility company choices. However, data centers $\{1, \ldots, d\}$ change their utility company choices at the same time. Therefore, the cost of data center $d+1$ changes from $c^i_{d+1}$ to $c^{i+1}_{d+1}$. We show that $c^i_{d+1} \geq c^i_{d+1}$ and $c^{i+1}_{d+1} \leq c^{i+1}_{d+1}$. Then, inequality $c^{i+1}_{d+1} \leq c^{i+1}_{d+1}$ will lead to inequality $c^{i+1}_{d+1} < c^{i+1}_{d+1}$.

We first show that $c^{i+1}_{d+1} \geq c^{i+1}_{d+1}$. A utility company accepts at most one termination request from data centers per iteration. Thus, data center $d+1$ is the only one that leaves utility company $u^i_{d+1}$. However, utility company $u^i_{d+1}$ may accept a new connection request from a data center in set $\{1, \ldots, d\}$, which increases the total demand from this utility company. Therefore, the payment of data center $d+1$ to utility company $u^i_{d+1}$ will increase after updating the matching of data centers $\{1, \ldots, d\}$. That is, we have $c^{i+1}_{d+1} \geq c^{i+1}_{d+1}$.

Next we show that $c^{i+1}_{d+1} \leq c^{i+1}_{d+1}$. A utility company accepts at most one connection request from data centers per iteration. Hence, data center $d+1$ is the only one that connects to utility company $u^{i+1}_{d+1}$. Nevertheless, utility company $u^{i+1}_{d+1}$ may accept a termination request from a data center in set $\{1, \ldots, d\}$, which decreases the total demand from this utility company. Hence, the payment of data center $d+1$ to utility company $u^{i+1}_{d+1}$ will decrease after updating the matching of data centers $\{1, \ldots, d\}$. That is, we have $c^{i+1}_{d+1} \leq c^{i+1}_{d+1}$.

We can conclude that after data centers in set $\{1, \ldots, d\}$ change their utility company choices, we have $c^{i+1}_{d+1} < c^{i+1}_{d+1}$. From (24) in Definition 3, the exact potential function decreases when the cost of data center $d+1$ decreases. We have shown that the potential function will decrease when $k = d + 1$ data centers change their utility company choices simultaneously. By the principle of induction, the potential function decreases when any number of data centers change their utility company choices simultaneously.

Step b) Under a given matching $m^{i+1}$, (24) implies that $\nabla a^i \cdot c_d(a, a^i_d, m^{i+1}) = \nabla a^i \cdot P(a, a^i_d, m^{i+1})$. If all data centers use (26) for update, the potential function varies in the opposite direction of its gradient, $\nabla a^i \cdot P(\cdot)$ is a convex function of $a^i$ and has Lipschitz continuous derivative. Thus, for sufficiently small step size, the opposite gradient direction is a decreasing direction. We note that the step sizes $\gamma_d'$ are not required to be equal for all data centers $d \in D$. Unequal but sufficiently small step sizes lead to updating the decision vector $a^i$ in the opposite subgradient direction of the potential function.
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