Abstract—In this paper, we address the problem of efficiently allocating network resources to support multiple scalable video streams over a constrained wireless channel. We present a resource allocation framework that jointly optimizes the operation of the link adaptation scheme in the physical layer (PHY), and that of a traffic control module in the network or medium access control (MAC) layer in multirate wireless networks, while satisfying bandwidth/capacity constraints. Multirate networks, such as IEEE 802.16 or IEEE 802.11, adjust the PHY coding and modulation schemes to maintain the reliability of transmission under varying channel conditions. Higher reliability is achieved at the cost of reduced PHY bit-rate which in turn necessitates a reduction in video stream bit-rates. The rate reduction for scalable video is implemented using a traffic control module. Conventional solutions operate unaware of the importance and loss tolerance of data and the higher layers of scalable video altogether. In this paper, we consider medium grain scalable (MGS) extension of H.264/AVC video and develop new rate and distortion models that characterize the coded bitstream. Performance evaluations show that our proposed framework results in significant gains over existing schemes in terms of average video PSNR that can reach 3 dB in some cases for different channel SNRs and different bandwidth budgets.
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I. INTRODUCTION

The rapid growth of broadband wireless services, along with the advancements in video compression technology, will enable future high-quality digital video broadcast and telephony applications. While the promise of high-quality video applications seems real, there are still challenges that must be addressed before such applications are efficiently deployed. In particular, the variation in wireless link quality has to be taken into account when designing video streaming systems. The variation in wireless channel quality is usually handled using a link adaptation scheme that maintains a certain level of link reliability under varying channel conditions. The use of link adaptation results in multirate operation, where lower physical layer (PHY) transmission rates are used to achieve higher reliability under bad channel conditions. With multirate operation, the throughput available to each video stream may vary considerably over time, making it impossible to deliver the video stream without significant over-reservation. To counter this situation, scalable video coding is used, where a single video sequence is encoded into a base layer and several enhancement layers. For continuity of video playback, it is enough to receive the base layer, whereas the enhancement layers are used to increase the quality of the rendered video. When the available throughput decreases, the higher enhancement layers are dropped. This method is the conventional solution for handling capacity variation using scalable video. A traffic control module may be used for this purpose.

To improve the resource allocation, the operation of the traffic control module and the link adaptation scheme can be jointly optimized. In this paper, we offer a new traffic control algorithm as well as an optimization framework that achieve the maximum possible video quality for multiple stations that are using medium grain scalable (MGS) video. MGS is one of the quality scalability features provided by the scalable video coding (SVC) extension of H.264/AVC. The work in this paper differs from the previous works in that it offers a packet drop mechanism tied to an intelligent link adaptation scheme, and it jointly optimizes the operation of these schemes under capacity constraints in a multirate wireless network, for multiple users. We also use a new rate distortion model for MGS video in the optimization framework. Our proposed solution is specifically useful for digital video broadcast services, where a base station (BS) in a wireless domain distributes pre-encoded video content to multiple users in the domain (Fig. 1). The presented algorithms will be deployed in the base station. Intensive packet processing is not required in the proposed method. The algorithm adjusts the parameters of the link adaptation and packet drop schemes dynamically, on a per group of pictures (GOP) or per frame basis. When H.264 scalable video coding is used, several subtrees of encoded units are produced for a single video sequence. Packets of each stream are tagged and treated differently in the PHY (link adaptation) and MAC or network layers (packet dropping scheme). For clarity of illustration, Table I shows a list of acronyms and definitions used in this paper.

For scalable video coding, we consider the medium grain scalable extension of the H.264/AVC standard [1], known as SVC [2], [3]. The methods presented in this paper are applicable to all packet based multirate networks such as IEEE 802.11 or...
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Fig. 1. General diagram of the wireless video streaming system in which a transmitter (base-station or access-point) serves multiple video users/clients. The video streaming service is allocated a fixed share of the bandwidth that the transmitter can support, such that all video users compete for a portion of the allocated bandwidth share.

IEEE 802.16 [4]–[6]. For demonstration purposes, we consider the physical layer of the IEEE 802.11 Wireless Local Area Network (WLAN).

A. Overview of Related Work

Transmission of scalable video over different types of wireless networks has been studied in several recent works [7]–[13]. These works consider different aspects and issues of transmitting SVC over wireless networks. The work in [7] presents an optimal solution for transmission of scalable video traffic over multiple input multiple output (MIMO) systems, through optimizing quantization parameters, GOP size and channel coding and symbol constellation for a simplified MIMO system. The work presented in [8] attempts to improve the received video quality in a 3G wireless network by optimizing for power and coding rate allocation. Another method relevant to this topic is the work presented in [9], which focuses on employing spatial multiplexing feature of a MIMO system to better deliver scalable video. This method proposes an adaptive channel selection for scalable video transmission over MIMO channels where partial channel information is derived and used to improve the system performance. In another recent work [10], an adaptive scheme is provided for assigning different FEC codes to packets of each layer and controlling the transmission rate by dropping higher layers of video. The method reported in [11] presents a scheme for transmission of wavelet-based scalable video over WLANs. This method is different from the other papers that consider the more general H.264-based scalable video. In another relevant work, [12] proposes a rate distortion optimized method for transmission of scalable video over CDMA networks. Finally, in [13], the authors consider the problem of scheduling and resource allocation of pre-encoded SVC bitstreams for multiuser video downlink over OFDM channels.

Some of the work published after the preparation of this manuscript include [14]–[16]. In [14], a low complexity joint source-channel coding methodology is proposed to minimize the end-to-end distortion of SVC bitstreams transmitted over a lossy channel. Low-density parity check (LDPC) codes are used as channel codes to provide unequal error protection to the scalable bitstream. The topics of distortion estimation and bandwidth allocation for the transmission of SVC bitstreams over MIMO systems are also discussed in [15] and [16].

Our proposed solution differs from existing works in that it offers a combined link adaptation and MAC/network layer packet drop scheme that maximizes the collective quality of the delivered video to multiple users. We present an optimization framework that adjusts the operation of the link adaptation algorithm in the PHY, as well as the network traffic control (packet drop) module in the MAC or network layers, under bandwidth (temporal fairness) constraints. Our method targets multi-rate wireless networks such as 802.11 and 802.16, and uses H.264 MGS scalable video. Our proposed solution is specifically useful for digital video broadcast services, where a base

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>GLOSSARY OF ACRONYMS AND VARIABLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>BOF</td>
<td>Batch of Frames</td>
</tr>
<tr>
<td>CGS</td>
<td>Coarse Grained Scalability</td>
</tr>
<tr>
<td>CLD</td>
<td>Conventional Layer Drop</td>
</tr>
<tr>
<td>ILA</td>
<td>Intelligent Link Adaptation</td>
</tr>
<tr>
<td>JLATC</td>
<td>Joint Link Adaptation and Traffic Control</td>
</tr>
<tr>
<td>MAD</td>
<td>Mean Absolute Difference</td>
</tr>
<tr>
<td>MGS</td>
<td>Medium Grained Scalability</td>
</tr>
<tr>
<td>MIMO</td>
<td>Multiple Input Multiple Output</td>
</tr>
<tr>
<td>QP</td>
<td>Quantization Parameter</td>
</tr>
<tr>
<td>PHY</td>
<td>Physical Layer</td>
</tr>
<tr>
<td>PSNR</td>
<td>Peak Signal to Noise Ratio</td>
</tr>
<tr>
<td>SVC</td>
<td>Scalable Video Coding</td>
</tr>
<tr>
<td>(l)</td>
<td>Scalable video layer index</td>
</tr>
<tr>
<td>(d_l)</td>
<td>Video PSNR after decoding all layers up to layer (l)</td>
</tr>
<tr>
<td>(r_l)</td>
<td>Video bitrate of layer (l)</td>
</tr>
<tr>
<td>(C_{r_l})</td>
<td>PHY transmission rate of layer (l)</td>
</tr>
<tr>
<td>(r_{T_l})</td>
<td>Temporal share of layer (l)</td>
</tr>
<tr>
<td>(\eta)</td>
<td>Video service temporal share</td>
</tr>
</tbody>
</table>
station in a wireless domain distributes pre-encoded video content to multiple users. The algorithm will be deployed in the base station and does not require intensive packet processing or application layer involvement. We list the main contributions of our work in the following subsection.

B. Main Contributions

The main contributions of this paper can be listed as follows.

1) We show that the joint optimization of traffic control and link adaptation processes considerably improves the received scalable video quality of all video users and enhances the channel bandwidth utilization in a multiuser wireless video streaming system.

2) We formalize the resource allocation problem statement in Section II showing the differences in optimization objectives between existing solutions and our proposed solution. Our proposed technique solves for the PHY modulation $C^{(q)}_i$, and truncation percentage $Z^{(q)}_i$, for all video layers $l$ of users $u$, that maximize the expected sum of video PSNRs $D^u$ while satisfying the service temporal share constraint $\eta$. Moreover, the joint optimization determines the optimal time-share among the multiple users that maximize the defined objective.

3) We develop new analytical rate and distortion models in Section III that characterize the real-time behavior of MGS scalable H.264/AVC streams. To our knowledge, these are the first rate and distortion models proposed for MGS coded video streams.

4) We show in Section IV that the joint link adaptation and traffic-control optimization problem is a nonconvex constrained optimization problem with combined discrete and continuous variables. Moreover, we propose an algorithm that first solves a continuous relaxation of the discrete optimization to find the optimal PHY rate points, and next solves for the packet drop ratios using the discrete PHY rate points that lie in the vicinity of the optimal solution of the continuously relaxed problem.

The performance of the proposed joint resource allocation scheme is analyzed in Section V, and finally we present our conclusions in Section VI.

II. GENERAL OVERVIEW OF THE RESOURCE ALLOCATION PROBLEM

In this section, we describe the different components of the video streaming system, formalize the problem at hand, and discuss the existing solutions and their limitations. We consider a wireless video streaming system in which a transmitter (basestation or access-point) serves multiple video users/clients. The video streaming service is allocated a fixed share of the bandwidth that the transmitter can support, such that all video users compete for a portion of the allocated bandwidth share. Digital video broadcast services are an example of this operation scenario. Fig. 1 illustrates an overview of the transmission system described above.

A. System Overview

Broadband wireless networks are known to be susceptible to variations in wireless link quality. To counter the variation in link quality, a user-defined link adaptation scheme is used in wireless networks such as IEEE 802.11 and IEEE 802.16 networks. This mechanism is also known as rate adaptation in other standards (e.g., 3 GPP). The link adaptation scheme adapts transmission parameters to dynamic channel conditions, based on some measured parameters. These parameters are generally measured at the receiver and are delivered to the transmitter through a feedback mechanism. The transmitter uses this information to determine a specific modulation and coding scheme (MCS) for the next packet to be transmitted. Under good channel conditions, more information bits and spectrally efficient modulation schemes can be used; whereas, under bad channel conditions, link adaptation adds resilience to the transmitted signal, reducing the number of delivered information bits per symbol.

Several transmitter parameters can be modified by the link adaptive scheme. The forward error correction (FEC) coding rate and modulation type are the most common. In recent years, several other parameters have also been incorporated into link adaptation, such as transmitter power, cyclic prefix length, and switching between space time block coding (STBC), spatial multiplexing (SM), and beam-forming in MIMO systems.

Link adaptation adds an additional constraint to networks that have to deal with limited resources. In communications scenarios where the available capacity is limited, the nodes connected to a link with limited capacity have to restrict the amount of traffic that passes through that link. We call the module that performs this task "traffic control module". This module works in conjunction with the scheduling and admission control schemes which ensure that resources are properly assigned to flows. With link adaptive wireless networks, the task of traffic control becomes more complicated. In this article, we assume the existence of the scheduling and admission control modules and focus on the design of the traffic control module instead. The details of how scheduling is done in multirate networks are given in [17]. For the wireless access networks considered in this article, the traffic control module is deployed in the BS of the network. The BS is usually connected to the Internet or other networks through higher capacity or wired links; nevertheless, traffic control can be performed on any outgoing link (to stations or to the backbone).

B. Problem Description

Link adaptation and dynamic variation of capacity in wireless networks necessitates dynamic traffic control, which in turn requires the applications to be tolerant of variable throughput. For video applications, scalable video will be used to adapt the video bit-rate to the variable available throughput. With SVC, the simplest solution to adapt to decreased throughput is to drop the higher enhancement layers.

To formulate the problem of dynamic traffic control, we consider the scenario described earlier, where a fixed portion of the available bandwidth is dedicated to the video service and is shared by multiple stations. Let $u \in \{1, 2, \ldots, U\}$ be the video user index and let $l \in \{0, 1, \ldots, L\}$ be the scalable video layer index, such that layer 0 corresponds to the base layer and layer $L$ the highest (lowest priority) enhancement layer. Let $r_l^u$ be the estimated video bit-rate required by layer $l$ of user $u$, and let $C_l^u$
be the PHY transmission rate allocated for layer $l$ of user $u$. We define the temporal share $\tau^u_l$ occupied by video layer $l$ of user $u$ as follows:

$$\tau^u_l = \frac{r^u_l}{C^u_l}, \quad \tau^u_l \in [0, 1].$$

(1)

In this paper, we assume that the scheduling algorithm is able to assign a fair share of the bandwidth, or a fair time share, to each user (video stream) or an aggregate of users [17]. Moreover, the scheduler handles MAC layer overhead such as retransmissions or acknowledgements while allocating such service shares. The fair scheduler provides the total time share $\eta \in [0, 1]$ for all video users (aggregate of their traffic) that share the streaming service. Within the aggregate service, the time shares are distributed according to the method presented in this paper. The aim here is to maximize the total quality of the delivered video under the time share constraint for the entire video service. Here we propose an optimization framework that achieves this goal. The proposed method provides significant improvement over existing mechanisms, which are described in the next section.

C. Overview of Existing Resource Allocation Solutions

The 802.11 or 802.16 standards do not mandate a specific link adaptation scheme. The most common mechanism of selecting between the different transmission rates is to use SNR thresholds for the different transmission rates that meet a maximum error constraint, usually 10% PER for packet length of 1000 bytes [4]. The highest transmission rate that meets the maximum PER requirement is selected. To adapt the scalable video traffic to rate changes, different schemes may be used, as explained below.

1) Conventional Layer Drop: The conventional and simple solution for adapting the bit-rate of the scalable video to the available throughput is to drop the higher layers of video, until the remaining traffic fits in the available throughput for the stream. We call this method "conventional layer drop" (CLD), in this paper. The CLD method can be formulated as (2) at the bottom of the page, where $L^u \in \{0, 1, \ldots, L\}$ is the highest admissible video layer of user $u$, $L$ is the maximum number of available video layers, $p_l$ is the packet error probability associated with the selected transmission rate $C^u_l$ for video layer $l$ of user $u$, $C^u = \{C^u_1, \ldots, C^u_{L+}\}$ is a set containing the PHY transmission rates for all the video layers of user $u$, and $\eta^u$ is the temporal share of user $u$.

With CLD, the transmission rates of all video layers belonging to each user will be the same. The transmission rates are set by the link adaptation scheme regardless of the type of traffic. The objective of CLD is to fit as many layers as possible in the available bandwidth or time share for the flow.

2) Intelligent Link Adaptation: A more intelligent method is to replace the conventional link adaptation, and layer drop schemes, with a combined link adaptation and layer drop scheme that assigns different PHY rates to each layer and drops the enhancement layers that do not fit in the available throughput for the stream. This method is called intelligent link adaptation (ILA) and has been studied in detail in [18]. ILA is based on per-stream traffic control, and aims at improving the video quality of users individually, and on a long-term average basis. We formulate the ILA scheme as follows:

$$\min_{L^u, C^u} \tilde{D}^u(L^u, C^u), \quad s.t. \quad \sum_{l=0}^{L^u} \tau^u_l(C^u_l) \leq \eta^u$$

(3)

where $\tilde{D}^u(L^u, C^u)$ is the time-averaged video distortion model given as a function of the maximum number of admissible video layers $L^u$ and the PHY transmission rates $C^u = \{C^u_1, \ldots, C^u_{L+}\}$. Unlike CLD, the ILA scheme can assign different PHY rates $C^u_l$ to different video layers of the same user $u$.

Note that given the channel SNR, there exists a one-to-one mapping that associates the PHY rate $C^u_l$ with a PER $P^u_l$. Therefore, the distortion model $\tilde{D}^u(L^u, C^u)$ is in effect a loss-distortion model estimating the expected value of the video distortion given the PER $P^u = \{P^u_1, \ldots, P^u_{L+}\}$. The formulation in [18] assumes a static time-averaged video distortion model that is derived for pre-encoded content. However, to ensure a fair comparison with the dynamic scheme proposed in this paper, we have used the real-time rate and distortion models described in Section III for both schemes in our performance evaluations.

The solution to the ILA problem consists of a combinatorial search over all achievable PHY rate points (and corresponding PER points) to choose the set that minimizes the video distortion function $\tilde{D}^u$. Since ILA considers video streams individually, it can be used at any source that transmits the video, i.e., the base station or the subscriber stations.

D. Brief Overview of the Proposed Solution

In a multiuser system, combining the resources assigned to all users will allow dynamic allocation of these resources on a short-term basis, which results in more efficient use of the limited capacity and higher overall video quality. Our proposed technique solves for the PHY modulation $c^u_l$ and truncation percentage $x^u_l$, for all video layers $l$ of users $u$, that maximize the expected sum of video PSNRs $S^u$ while satisfying the service temporal share constraint $\eta$. Moreover, the joint optimization determines the optimal time-share among the multiple users that maximize the defined objective. A detailed description of this technique is presented in Section IV.
The rate-distortion (R-D) model used in the ILA scheme is based on the model proposed in [19] and extended in [18]. This model has its shortcomings in that it cannot be used to predict the R-D behavior of the next video frame or batch of frames (BOF). Therefore, these models can only be used when long-term average quality is concerned. In the next section, we present new real-time rate and distortion models for MGS scalable coded video streams which can be used in online or batch traffic management and resource allocation algorithms on short-term (BOF size) resource allocation decision making.

III. RATE-DISTORTION MODELING OF MGS/CGS
SCALABLE VIDEO

In this section, we present new rate and distortion estimation models for the representation of MGS/CGS scalable coded video content. Rate and distortion modeling has become a key-stone in model-based video rate and transmission control algorithms. The models are used to predict the average coded video packet size and distortion of the corresponding decoded picture. Therefore, two encoding parameters are commonly used in R-D estimation models, namely the quantization parameter (QP) and the mean-absolute-difference (MAD) of the residual signal. The latter parameter is also considered to be a measure of the prediction error, since it quantifies the mismatch between the original un-coded picture and the intra/inter prediction.

The rate control algorithm used in H.264/AVC allows for the estimation of the prediction MAD $\hat{m}$ of a frame using the following first-order linear predictor model:

$$\hat{m}(k) = \alpha m(k-1) + \beta$$  \hspace{1cm} (4)

where $k$ denotes the frame number, $m(k-1)$ is the actual MAD of the previous frame, and $\alpha$ and $\beta$ are model parameters that are initialized to 1 and 0, respectively. These parameters are updated by a linear regression method similar to that of MPEG-4 Q2 after coding each picture [20].

A. Overview of Medium/Coarse-Grain Scalability in SVC

In SVC, quality scalability is achieved using medium-grained or coarse-grained scalability (MGS/CGS) where scalable enhancement packets deliver quality refinements to a preceding layer representation by re-quantizing the residual signal using a smaller quantization step size and encoding only the quantization refinements in the enhancement layer packets [21]. Moreover, MGS/CGS enhancement layer packets are coded using the key-picture concept where the coding loop is closed at the highest scalability layer for key-pictures only, while the loop is closed at the base-layer quality for the remaining pictures. This approach achieves a tradeoff between the coding efficiency of enhancement layers and the drift at the decoder [21]. These new features in SVC result in a divergence from existing rate-distortion models, calling for the development of improved models that can accurately capture the runtime rate-distortion behavior. In this work, we consider a coding structure in which the coding loop is closed at the base-layer only. Although this structure results in a loss in coding efficiency at the enhancement layer, it helps to improve the error resilience of the video bitstream. Fig. 2 illustrates the coding structure adopted in this paper.

The model described in (4) is sufficient when both the current and previous frames have the same QP value. However, the QP values of real-time encoded MGS/CGS video frames change in both the base and enhancement layers. Let $q(k)$, $q(k-1) \in \{0, 1, \ldots, 51\}$ be the current and previous QP values, respectively. We have found a simple relationship that estimates $\hat{m}(q(k))$ given the residual MAD at an initial $q(k-1)$ as follows:

$$\hat{m}(q(k)) = \hat{m}(q(k-1))2^{a(q(k)-q(k-1))}$$  \hspace{1cm} (5)

where $a$ is a sequence-dependent constant that is derived empirically and valued around 0.07 for most video sequences.

B. Proposed Scalable Distortion Model

We present an improved distortion model in this section that estimates the decoded picture luminance peak signal-to-noise ratio (PSNR). Let $q_0$ and $q_1$ be the base and first enhancement layer QP values, respectively, and let $\hat{m}_0 = \hat{m}(q_0)$ and $\hat{m}_1 = \hat{m}(q_1)$ be the respective prediction MAD estimates. Note that the sub-indices for $\hat{m}$ and $q$, from here on, refer to the layer number.

For an H.264/AVC coded video stream and H.264/AVC compliant base-layer SVC stream, we propose the following PSNR expression:

$$d_0(q_0) = d_0(\hat{m}_0, q_0) = b_1 \log_{10}((\hat{m}_0)^s + 1) \cdot q_0 + b_2$$  \hspace{1cm} (6)

where $s$ is a value that depends on the frame type, and $b_1$ and $b_2$ are sequence-dependent model parameters. The parameters $b_1$ and $b_2$ can be refined for each sequence during encoding. The value of $s$ depends on the frame type, such that $s = 1$ for inter-coded frames and $s \approx 5/6$ for intra-coded frames.

For MGS/CGS scalability in SVC, the term $\hat{m}(q_1)$ in (6) is simply replaced by the estimate of the quality refined prediction error $\hat{m}(q_1)$, thus resulting in the following MGS/CGS PSNR model:

$$d_1(q_1) = d_1(\hat{m}_1, q_1) = b_1 \log_{10}((\hat{m}_1)^s + 1) \cdot q_1 + b_2$$  \hspace{1cm} (7)

where $\hat{m}_1 = \hat{m}_0 2^{a(q_1-q_0)}$. Note that $\hat{d}_1(q_1)$ corresponds to the video quality (PSNR) achieved after decoding both layers 0 and 1.
To demonstrate the accuracy of our proposed PSNR model, we show the performance for the Foreman and Mobile sequences in Fig. 3(a) and (b).

C. Proposed Scalable Rate Model

In this section, we present the rate model for base and MGS enhancement layer SVC coded video frames. The presented model is based on the work proposed in [22] which we extend to incorporate MGS/CGS scalability. The bit-rate of the H.264/AVC compatible base layer in SVC can be expressed as follows:

\[
\tilde{r}_0(Q_0) = r_0(\tilde{m}_0, Q_0) = c_1 \tilde{m}_0^s \frac{Q_0}{Q_0} = c_1 \tilde{m}_0^s 2^{-q_0/6}
\]

(8)

where \(c_1\) is a model parameter, \(Q_0\) is the quantization step size at the base layer, and \(s\) is the same power factor described in (6). Note that instead of the lookup table conversion from quantization parameter to quantization step described in the H.264/AVC standard, we approximate this conversion as follows:

\[
Q = 0.625 \cdot 2^{q_0/6}.
\]

We extend the model in (8) to incorporate MGS/CGS packets which only contain refinements on the quantization of residual texture information [21]. Therefore, we express the enhancement layer bit-rate as follows:

\[
\tilde{r}_1(q_1) = r_1(\tilde{m}_1, q_1) = c_3 \tilde{m}_1^s 2^{-q_1/6}
\]

(9)

where \(c_3\) is a model parameter. The term \(\tilde{r}_1(q_1)\) corresponds to the number of bits required to encode layer 1. Therefore, the total bitrate is given by \(\tilde{r}_0(Q_0) + \tilde{r}_1(q_1)\).

Fig. 3(c) and (d) demonstrates the accuracy of our proposed rate estimation model for the sequences Foreman and Mobile. The sequence dependent constants \(c_1\) and \(c_3\) are estimated only once for each data stream. The only parameter update performed is that of the prediction MAD \(\tilde{m}_0\). We adopt the MAD, rate, and PSNR estimation models and parameter update methods described above to characterize the average MAD, rate, and PSNR of a BOF instead of individual video frames. This approach allows us to run our resource allocation algorithm for batches of \(G\) frames, where \(G\) is the number of frames in a BOF. Note that the defined BOF simply refers to a fixed number of coded video frames and therefore imposes no restrictions on the coding structure (e.g., hierarchical coding, IDR period) of the
different video users. In the remainder of this paper, the time unit will correspond to that of a single BOF.

IV. PROPOSED RESOURCE ALLOCATION SCHEME

In this section, we present a new link adaptation scheme for real-time resource allocation of multiple MGS scalable video streams. The objective of our optimization framework is to maximize the total quality of multiple video streams that share the same wireless channel, while maintaining the total load on the network constant, by adjusting the PHY modulation and video layer truncation percentages.

A. Joint Link Adaptation and MAC/Network Traffic Control

We propose a joint link adaptation and traffic control scheme which strives to optimize the use of the assigned time share (capacity) by achieving maximum video quality given the channel conditions. The optimization framework specifies the PHY transmission rate of each video layer (for the BOF duration), which is then enforced by the link adaptation module. The optimization framework also specifies the percentage of the packets that should be dropped from each layer of each video stream; this decision is then enforced by the network or MAC layer traffic control module which selectively blocks or drops some packets from each video layer. Fig. 4 illustrates the interaction between the link adaptation and traffic control modules.

We consider a wireless system where \( U \) scalable video (MGS) users/clients are served over a single wireless channel with a streaming service constraint \( \eta \), where \( \eta \leq 1 \). For simplicity of illustration and without loss of generality, we assume that each video stream \( u \) is composed of a base-layer and \( L_2^u = 2 \) CGS enhancement layers. The scalable video streams are characterized in terms of their rate-PSNR parameters: \( \{d_0^u, d_1^u, d_2^u\} \) and \( \{\tilde{r}_0^u, \tilde{r}_1^u, \tilde{r}_2^u\} \) given by (6)–(9) above. The rate and PSNR parameters are calculated for fixed values of base and enhancement layer QPs. Note that a PSNR term \( \tilde{r}_j^u \) corresponds to the video PSNR achieved by decoding layers 0 to \( j \), whereas a rate term \( d_j^u \) corresponds to the number of bits required to encode layer \( j \) alone. Moreover, if a lower layer representation of a frame is lost, then the higher layers are discarded.

In a multirate wireless physical layer considered here, different PHY rates are achieved by changing the modulation and coding schemes, resulting in different packet loss ratios under a given SNR \( \gamma \). We denote such loss ratio as \( p_l = f(C_l, \gamma) \), for each video layer assigned a PHY rate \( C_l \). The relationship between PHY rate and PER in a MIMO PHY is not straightforward. Fortunately, we can bypass an exact analysis and construct a one-to-one mapping between the values of \( C^u \) and \( P^u \) from the bit error rate (BER) performance curves shown in Fig. 5. These curves are obtained through system simulations under typical channel conditions similar to the work done in [18]. BER performance curves for different conditions and networks can be used too, and the formulation of the problem does not depend on these curves, as long as there exists a one-to-one mapping of \( C^u \) and \( P^u \) values. The relationship between \( C_l \) and \( p_l \) can be seen in Fig. 7.

Let \( f \) and \( G \) be the BOF index and BOF size, respectively. We define \( \tilde{S}_f^u \) to be the predicted average PSNR for BOF \( f \) of video stream \( u \), such that

\[
\tilde{S}_f(P) = \tilde{S}_f P d_{\text{EC}} + (1 - p_0)(1 - p_1) \tilde{d}_0 \\
+ (1 - p_1)(1 - p_0) (d_1 - \tilde{d}_0) \\
+ (1 - p_2)(1 - p_1)(1 - p_0)(d_2 - \tilde{d}_1) \\
(10)
\]

where \( d_{\text{EC}} \) is the PSNR due to the error concealment mismatch, and \( P = f(C, \gamma) = [p_0 p_1 p_2]^T \) is the packet error rate (PER) vector. Note that we omit the superscript \( u \) from the expression above for clarity of illustration.

The predicted temporal time share of a BOF \( f \) of stream \( u \), denoted as \( \tilde{\tau}_f^u \), can be expressed as follows:

\[
\tilde{\tau}_f(C) = \frac{\tilde{\tau}_0}{C_0} + \frac{\tilde{\tau}_1}{C_1} + \frac{\tilde{\tau}_2}{C_2}. \\
(11)
\]

We propose to employ a packet dropping/stopping stage in the proposed scheme that blocks the transmission of some packets.
of each layer, effectively reducing the bit-rate of the layer. The use of MGS coded video bitstreams results in a linear rate-PSNR relationship within a single CGS layer as illustrated in Fig. 6. Therefore, a specific loss percentage in video bitrate results in a proportional loss in video PSNR within the same CGS layer.

Let $x_l$ be the percentage of blocked packets of layer $l$, resulting in an effective video layer bit-rate $\hat{R}_l = \hat{r}_l(1 - x_l)$. Therefore, we can rewrite the video stream’s predicted PSNR and corresponding time share as follows:

$$\hat{S}_l(X, C) = \rho_0 d_{EC} + (1 - \rho_0) \hat{d}_0 + (1 - x_1)(1 - p_1)(1 - p_0)(\hat{d}_1 - \hat{d}_0)$$

$$+ (1 - x_2)\prod_{l=0}^{2}(1 - p_0)(\hat{d}_2 - \hat{d}_1)$$

$$\hat{r}_l(X, C) = \frac{\hat{r}_0}{C_0} + (1 - x_1)\frac{\hat{r}_1}{C_1}$$

$$+ (1 - x_2)\frac{\hat{r}_2}{C_2} 0 \leq x_1 \leq x_2 \leq 1$$

(12)

where $l$ is the video layer index, and $C_l$ is the PHY transmission rate of layer $l$. The video layer dependency is accounted for in the above formulation by setting $x_1 \leq x_2$, such that, if $x_1$ of the packets are dropped from layer 1, then their dependent packets are also dropped from layer 2. Notice that we do not assign a drop rate for the base layer to avoid the costly quality degradation associated with error concealment mismatch and to satisfy quality-of-service (QoS) guarantees.

The new multiuser resource allocation problem can now be formulated as the following constrained optimization problem with variables $X$ and $C$:

$$\max_{X,C} \sum_{u=1}^{U} \hat{S}_u(X^u, C^u)$$

subject to $\sum_{u=1}^{U} \hat{r}_u(X^u, C^u) \leq \eta_t$

$$C^u_0 \leq C^u_1 \leq C^u_2$$

$$0 \leq x_1^u \leq x_2^u \leq 1, \quad \text{for all} \quad u$$

(13)

where $X = [X^1, X^2, \ldots, X^U], X^u = [x_1^u, x_2^u]^T$, $C = [C^1, C^2, \ldots, C^U]$, and $C^u = [C^u_0, C^u_1, C^u_2]^T$ defined in (12), $u \in \{1, 2, \ldots, U\}$ is the user index.

The constrained optimization problem defined in (13) is a mixed integer nonlinear programming problem whose solution is nontrivial. The variables $X^u \in [0, 1]$ are continuous, while $C^u \in \mathbb{R}$ is discrete and $C = \{C_0, C_1, \ldots, C_M\}$ is the set of feasible PHY transmission rates associated with the current channel SNR, and $M$ is the cardinality of $C$. In the next subsection, we will discuss our proposed solution to the problem in (13).

B. Solution of the Global Optimization Problem

Mixed integer programming problems are typically NP-hard. Therefore, we develop an algorithm in this section to solve the above-mentioned problem [defined in (13)] by first solving the continuously-relaxed problem illustrated below, then projecting the solution of the continuous relaxation on the set of achievable PHY rate points and solving for the layer drop rates $X^u$ that satisfy the temporal share constraint $\eta_t$.

1) Continuous Relaxation of the Optimization Problem:

The continuous relaxation of the discrete constrained optimization problem of (13) can be performed by replacing the discrete variable $C^u$ with a continuous valued variable $W^u = [w_0^u, w_1^u, w_2^u]^T \in \mathbb{R}^3$, where $W = [W_0, \ldots, W_M]$, and finding the continuous approximation of the function $P(C^u, \gamma^u)$, where $\gamma^u$ is the channel SNR of user $u$.

We rewrite the continuously relaxed constraint and objective functions as follows:

$$\hat{S}_u(W) = \rho(w_0) d_{EC} + (1 - \rho(w_0)) \hat{d}_0 + (1 - \rho(w_1))(1 - \rho(w_0))(\hat{d}_1 - \hat{d}_0)$$

$$+ (1 - \rho(w_2))\prod_{l=0}^{2}(1 - \rho(w_0))(\hat{d}_2 - \hat{d}_1)$$

$$\hat{r}_u(X, C) = \frac{\hat{r}_0}{w_0} + (1 - x_1)\frac{\hat{r}_1}{w_1}$$

$$+ (1 - x_2)\frac{\hat{r}_2}{w_2} 0 \leq x_1 \leq x_2 \leq 1$$

(12)

where $\rho(W^u, \gamma^u)$ is the continuous approximation of the PER function $P(C^u, \gamma^u)$.
where $\mu$ and $\sigma^2$ are the mean and variance of the approximate normal distribution function shown in (15). The new feasible region is now convex and corresponds to the highlighted area in Fig. 8.

3) Joint Link Adaptation and Traffic-Control (JLATC) Algorithm: For simplicity of presentation, we describe the algorithm for a three-layer scenario. The continuously-relaxed constrained optimization problem can now be written as follows:

$$\max_W \sum_{i=1}^U \tilde{S}_i(W^u)$$
subject to
$$\sum_{i=1}^U \tilde{z}_{i t}^u(W^u) \leq \eta_t,$$
$$n - \mu - 2\sqrt{2\sigma^2} \leq w_{l t}^u \leq n - \mu,$$
and $w_{0 t}^u \leq w_{1 t}^u \leq w_{2 t}^u$, for all $u \in \{1, 2, \ldots, U\}, t \in \{0, 1, 2\}$ (17)

where $W = \left[ W_1^1 W_2^1 \cdots W_U^1 \right]$, $W^u = \left[ w_{0 t}^u \ w_{1 t}^u \ w_{2 t}^u \right]^T$ is the continuous valued PHY rate defined in (14).

The solution to (17) is very straightforward, since the problem is convex, and results in the continuous valued PHY rate allocation matrix $W^a$. The optimal rates $W^a$, however, are not realizable since the transmitter can only use the predefined set of discrete PHY rates $C$. Moreover, each optimal rate point $w_{l t}^a$ falls between two achievable PHY rate points in $C$. Therefore, for each optimal rate vector $W^a = \left[ w_{0 t}^a \ w_{1 t}^a \ w_{2 t}^a \right]^T$ of user $u$, we propose the approach shown in Algorithm 1.

**Algorithm 1: Joint Link Adaptation and Traffic-Control:**
1) Solve (17) to find the continuous valued PHY rates $W$.
2) Find the rate points $C_1^l$ and $C_2^l$, for all $0 \leq l \leq 2$, such that $C_1^l \leq w_{l t}^a \leq C_2^l$, and $C_1^l, C_2^l \in C$ are the discrete achievable PHY rate points adjacent to $w_{l t}^a$.
3) Form the set of vectors
$$\hat{C} = \left[ \hat{C}_0^u \ \hat{C}_1^u \ \hat{C}_2^u \right],$$
where $\hat{C}_0^u = \hat{C}_0, \hat{C}_1 \in \{C_1^l, C_2^l, \ldots\}$, and $\hat{C}_2 \in \{C_2^l, C_3^l, \ldots\}$.
4) For every vector $\hat{C}$, find the layer drop rates $X^u$ that solve the following equation:

$$\max_{X^u} \sum_{i=1}^U \tilde{S}_{i t}(\hat{C}, X^u)$$
subject to
$$\sum_{i=1}^U \tilde{z}_{i t}(\hat{C}, X^u) \leq \eta_t,$$
and $0 \leq x_{l t}^u \leq x_{2 t}^u \leq 1$ for $u \in \{1, 2, \ldots, U\}$. (18)

5) Choose the set of mapped PHY rate points $C^u$ and layer drop rates $X^u$ that results in the maximum value for the objective function in (18) as follows:

$$\{C^u, X^u\} = \arg \max_{\{\hat{C}, \hat{X}\}} \tilde{S}_{i t}(\hat{C}, \hat{X}).$$

**Table II**

<table>
<thead>
<tr>
<th>MCS</th>
<th>Bitrate (Mbps)</th>
<th>Code Rate</th>
<th>SM streams</th>
<th>Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.5</td>
<td>1/2</td>
<td>1</td>
<td>BPSK</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
<td>1/2</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>2</td>
<td>19.5</td>
<td>3/4</td>
<td>1</td>
<td>QPSK</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>1/2</td>
<td>1</td>
<td>16-QAM</td>
</tr>
<tr>
<td>4</td>
<td>39</td>
<td>3/4</td>
<td>1</td>
<td>16-QAM</td>
</tr>
<tr>
<td>5</td>
<td>52</td>
<td>2/3</td>
<td>1</td>
<td>64-QAM</td>
</tr>
<tr>
<td>6</td>
<td>58.5</td>
<td>3/4</td>
<td>1</td>
<td>64-QAM</td>
</tr>
<tr>
<td>7</td>
<td>65</td>
<td>5/6</td>
<td>1</td>
<td>64-QAM</td>
</tr>
</tbody>
</table>

Fig. 8. Plot of the function $\rho(\cdot)$ showing the nonconvex shape of the function over the full range of $W$ and the convex region over the reduced feasible interval.
Fig. 9 illustrates the mapping process from the optimal rate vector \( \mathbf{W}^* \) to the achievable PHY rate points. Note that \( u_{0+}^* \) is mapped to the lower rate point \( C_0^L \) to avoid a possible increase in PER for the base layer, while \( u_{12}^* \) and \( u_{22}^* \) can each be mapped to two possible rate points \( C_1^L \) and \( C_2^L \), respectively.

This algorithm, in effect, narrows down the combinatorial search range limiting it to the achievable PHY rate points that are adjacent to the optimal solution given by \( \mathbf{W}^* \).

C. Analysis of the JLATC Scheme

In this section, we analyze the JLATC algorithm compared to the ILA algorithm in terms of complexity and optimality. In both algorithms, the same video rate and distortion model parameters should be available.

1) Computational Cost: In this subsection, we analyze the computational complexity of the JLATC algorithm and compare the cost with that of the ILA algorithm and an exhaustive combinatorial search approach that guarantees optimality.

The JLATC algorithm can be separated into two main computational stages. The first stage constitutes the continuously relaxed \( L \times U \) dimensional convex optimization problem which can be solved in polynomial time using interior point methods such as the simplex algorithm. This stage requires a computational cost of \( O(p(\mathbf{L}U)) \), where \( p(\cdot) \) is a polynomial function. The second stage requires solving a set of \( L \) linear programming problems, each of which can also be solved in polynomial time with \( O((L - 1)^2U^2) \) operations. Therefore, the total cost of the JLATC algorithm can be approximated by \( O(p(\mathbf{L}U)) + L \times O((L - 1)^2U^2) \) operations.

Compared to the JLATC algorithm, an exhaustive combinatorial search algorithm requires solving \( |C|^LU \) linear programming problems to reach an optimal solution, where \( C \) is the set of achievable PHY rate points and \( |\cdot| \) denotes the cardinality of a set. The computational cost associated with such an approach can be approximated by \( |C|^LU \times O((L - 1)^2U^2) \), which far exceeds the cost of the JLATC algorithm.

The ILA algorithm defined in [18] is an integer programming problem that solves for \( L \times U \) discrete variables \( \mathbf{C} \). The JLATC algorithm, on the other hand, solves a mixed integer programming problem with \( L \times U \) discrete variables \( \mathbf{C} \) and \( (L - 1) \times U \) continuous variables \( \mathbf{X} \). In order to handle the increase in the dimensionality of the problem, the JLATC algorithm solves a continuous and convex relaxation of the mixed integer programming problem resulting in the continuous valued solution \( \mathbf{W} \). Then it finds the discrete variables \( \mathbf{C} \) that fall in the vicinity of \( \mathbf{W} \).

Up to this point, these steps can be considered as an efficient way of solving the ILA problem. However, the JLATC algorithm also solves \( L \) continuous linear programming problems to find the variables \( X^u \) for each user \( u \) independently. Therefore, the improved performance of the JLATC algorithm over ILA comes at a cost of solving the \( L \) linear programming problems.

2) Comments on Optimality: The JLATC algorithm employs a series of relaxations that allow us to effectively find a solution to the mixed integer programming problem. Therefore, the possibility of reaching a non-optimal solution can only arise if the solution to the continuous and convex relaxed problem falls beyond two discrete locations away from the global optimal solution. For example, if we examine the locations of discrete PHY rate points shown in Fig. 7 and the continuous solutions \( u_{0+}^* \) relative to the discrete points in Fig. 9, it can be seen that the possibility of significant divergence from the global optimal solution is unlikely to occur. However, we emphasize that the JLATC algorithm is still sub-optimal and optimality can only be guaranteed after the very costly combinatorial search approach described in the previous subsection.

V. Performance Evaluation

In this section, we compare the performance of our proposed streaming approach to existing streaming schemes. For our comparisons, we used the JSVM-9–8 reference software [23] to encode seven reference video sequences in CIF resolution: Foreman, Football, Bus, Mobile, Soccer, Crew, and City. Each sequence is composed of 150 frames encoded in SVC, with an H.264/AVC compatible base layer, and two MGS enhancement layers. The coded video streams are composed of I and P frames only, with an IDR period of 32 frames, a frame rate of 30 fps, and minimum QoS guarantee corresponding to the base-layer quantization parameter value of \( q_k = 38 \). The first and second MGS enhancement layers have QP values of 32 and 26, respectively.

The channel BER performance curves were obtained using an elaborate MATLAB model developed at UBC for the 802.11n PHY, based on the work in [24] and [25]. For the IEEE 802.11n model, Channel Model D of [24] was used. A more accurate doubly exponentially decaying multicluster PDP is also used. In [25], a MATLAB implementation of MIMO channels based on [24] is provided. This program is used to generate channel responses which are fed into our model to obtain BER performance curves. Using BER curves of all valid combinations of modulation and coding, a lookup table is constructed. This lookup table is used to generate one-to-one mapping between the PHY rate and PER which are approximated using the normal cumulative CDF curve as described earlier in Section IV-BIL. For simplicity of simulations and experiments, we have only included the performance curves for the space time block coding (STBC) modes of a \( 2 \times 2 \) 802.11n MIMO system. This does not have any effect on the generality of the optimization problem,
and the results are easily extendable. BER curves for all STBC MCS indices for a $2 \times 2$ MIMO system can be seen in Fig. 5 and Table II. The values of MCS are 0 to 7, with corresponding bitrates of: $\{6.5, 13, 19.5, 26, 39, 52, 58.5, 64\}$ Mbps.

Furthermore, we assume that video frames are already packetized and no intrusive packet processing is done. This is of particular importance, since most intermediate network devices, such as WiMAX base stations, should avoid deep packet processing. Instead, we use all available options in the MAC and PHY layers (which are closely monitored and controlled by base and subscriber stations) to provide the best possible service.

To demonstrate the advantages of our proposed JLATC algorithm, we compare its performance with that of the ILA and CLD schemes. Resource allocation using each of the three schemes is performed for every group of eight pictures. Therefore, the ILA model parameters are calculated for every BOF of size $G = 8$ and stored at the transmitter. A major drawback for the ILA scheme is that the model parameters of future BOFs cannot be predicted from the parameters of the current BOF. As a result, the ILA scheme suffers in real-time applications and can only use the initial model estimates for the entire streaming session. Our JLATC, on the other hand, requires only the model parameters of the first BOF which it uses consequently to predict and update the model parameter of future BOFs using the process described in Section III.

For our performance evaluations we use the video luminance peak signal-to-noise ratio (Y-PSNR) as the picture quality metric, and compare the received video PSNR from each resource allocation scheme for different channel SNR values and different bandwidth budgets $\eta$ for the streaming service. Fig. 10 illustrates the results of the comparison in terms of the average Y-PSNR for all seven streams. The figure shows that for a temporal share $\eta = 0.4$, which corresponds to tight bandwidth constraints, the proposed JLATC scheme significantly outperforms its closest contender, the ILA scheme, by an average of 1.2 dB in average Y-PSNR in the
Fig. 12. Comparison of bandwidth utilization and corresponding video Y-PSNR between the three resource allocation schemes: JLATC (proposed), ILA, and CLD. The plots correspond to a streaming temporal share budget \( \eta \) and channel SNR \( \text{dB} \) for (a) and (b), and SNR \( \text{dB} \) for (c) and (d).

In the case where the channel SNR \( \text{dB} \), the plots show that both the JLATC and ILA schemes approach the maximum achievable video PSNR that is given by the video stream encoding. The effect of the three resource allocation schemes on the performance of each individual stream can also be seen in Fig. 11.

The JLATC performs better than the ILA scheme because it can utilize the available channel bandwidth, given by the temporal share \( \eta \), more efficiently than the ILA scheme. Fig. 12 demonstrates the improved temporal share utilization of our proposed JLATC scheme over the ILA and CLD schemes. The figure shows the temporal share utilization and corresponding average video PSNR for every BOF of streamed video frames.

If we consider the temporal share utilization and corresponding PSNR performance of the three schemes shown in Fig. 12(a) and (b), it can be seen that the JLATC scheme results in considerable improvement in PSNR over the ILA scheme for a small improvement in temporal share utilization. Such behavior arises from the different PHY rate allocation schemes involved in each scheme. The ILA scheme solves the combinatorial optimization problem defined in (3) which provides the admitted video layers with high error protection sacrificing the higher video layers. The JLATC scheme performs the PHY rate allocation by solving the continuously-relaxed problem and then mapping the optimal solution to the achievable PHY rate points. This procedure results in a different PHY rate allocation than the ILA scheme which has clearly shown to produce better video PSNR performance. The reason for such performance is that when the ILA scheme cannot admit a video layer or is forced to allocate a PHY rate with high PER to the video layer, a large portion of the available temporal share is used to provide more error protection for the lower video layers. This problem is avoided by the JLATC scheme by enforcing the constraint given by (16) which limits the feasible interval of the PHY rate to the convex region of the PER curves.

VI. CONCLUSION

In this paper, we showed that jointly optimizing the link adaptation and traffic control of a multiuser wireless video streaming system considerably improves the received video quality for all video users and enhances the channel bandwidth utilization. Multirate networks such as IEEE 802.11 or 802.16 use link
adaptation mechanisms in the physical layer to adjust the modulation and coding schemes that control the reliability of transmission for varying channel conditions. Conventional schemes to link adaptation and quality control drop the enhancement layers of scalable coded video streams in order to match the reduced PHY bit-rate required to achieve higher reliability. We propose a new resource allocation scheme that takes advantage of the robust and efficient delivery provided by scalable coded video streams to jointly optimize the link adaptation scheme in the PHY with a new traffic control module in the network or MAC layer. The traffic control module operates by dropping the necessary percentage of packets from enhancement layers that cannot be fully transmitted, in order to fully utilize the available transmission bandwidth. We show that the resulting joint optimization problem is a nonconvex constrained optimization problem with combined discrete and continuous variables. Since, the solution to this problem is nontrivial, we propose an algorithm that first solves a continuous relaxation of the discrete optimization to find the optimal PHY rate points, and next solves for the packet drop ratios using the discrete PHY rate points that lie in the vicinity of the optimal solution of the continuously relaxed problem. Moreover, the algorithm defines operational intervals that maintain the convexity of the continuously relaxed problem. Performance evaluations comparing our proposed scheme with existing solutions show that the proposed approach results in significant gains in terms of average video PSNR that can reach 3 dB in some cases for different channel SNRs and different bandwidth budgets.
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