Abstract

In this paper the control problem of a hydraulic servo-system is addressed. The performance achievable by classical linear controllers, e.g. PD, are usually limited due to highly nonlinear behavior of the hydraulic dynamics. This paper adopts the backstepping design strategy to develop a Lyapunov-based nonlinear controller for a hydraulic servo-system. Load, hydraulic and valve dynamics are incorporated in the design process. An adaptation law is also proposed to deal with uncertainties in hydraulic parameters. The approach can be further extended to the control of hydraulically driven manipulators. Both simulation and experimental results are provided to show the effectiveness of the proposed method.

1 Introduction

Electrohydraulic actuators are widely used in industrial applications. They can generate very high forces, exhibit rapid responses and have a high power to weight ratio compared with their electrical counterparts. However, it is well-known that they exhibit a significant nonlinear behavior which makes the controller design a challenging task. Nonlinear flow/pressure characteristics, variations in the trapped fluid volume due to piston motion, and fluid compressibility are major sources of nonlinearity in the actuation system. There may be other factors such as transmission nonlinearities, flow forces and their effects on the spool position, and friction, all contributing to this nonlinear behavior.

The traditional and widely used approach to the control of electrohydraulic systems is based on the local linearization of the nonlinear dynamics about a nominal operating point [1]. Unfortunately, the nonlinear behavior of the system enforces the use of conservative loop gains which sacrifice the controller performance in favor of its robustness. [2] proposed the use of pressure feedback to improve the performance of classical PD controllers in hydraulic systems. [3],[4] and other papers have proposed adaptive control to cope with parameter variations in the linearized model of the system. The major disadvantage of this approach is the lack of a global stability proof. Robust control design based on the linearized model of the system is another approach which has been followed in previous work, e.g. [5],[6]. In [7], [8], the variable structure control (VSC) strategy has been adopted for the control of hydraulic servo-systems. However, chattering in the control action, which is inherent in VSC, can easily excite high frequency modes and destabilize the system. Dynamic feedback linearization has recently been used in the literature to develop hydraulic actuator control systems. The idea was first introduced in [9],[10] and later followed in [11]. In particular, [11] proposed a force-based position control strategy. In most of these papers, either it is assumed that the valve is fast enough and its dynamics have been neglected, or unreasonable measurements such as acceleration have been introduced in the feedback control law. The above assumption is not always true, as valve dynamics can degrade the overall performance if neglected in the controller design. The force control problem of hydraulic actuators has been addressed in [12],[13],[14]. [12] developed a nonlinear adaptive force controller to be used in hydraulic active suspension systems. In [13],[14] a Lyapunov-based control design technique, that accounts for valve dynamics, was utilized to develop force tracking controllers for hydraulic actuators.

In this paper the backstepping approach [15] is employed to develop a Lyapunov-based position tracking controller for a hydraulic servo-system. The valve dynamics are included in the model. An adaptive version of the controller is also presented. The idea is an extension of what was proposed in [14] for force tracking to position tracking. A higher order valve dynamics is considered in this paper. The method can be extended to the control of hydraulically driven robotic manipulators.

The paper is organized as follows. In Section 2 the dynamic equations of the system under study are presented. The nonlinear controllers are developed in Section 3. In Section 4 simulation results are discussed. Section 5 presents the experimental results and finally conclusions are drawn in Section 6.
neglected, \( x_v \) is the control command. However, in practice, \( x_v \) is the response of the valve to a command signal \( u \). In particular, in the system that we have experimented with, the valve dynamics can be considered to be a second order system:

\[
\dot{x}_v = -\alpha_v^2 x_v - 2\zeta_v \omega_v x_v + \omega_v^2 u \tag{4}
\]

In our experimental setup, further described in Section 5, a single hydraulic actuator drives a mass connected to its rod end in the vertical direction. Thus, the load dynamics are

\[
p_c A - p_c a = m \ddot{x} + f_f - mg
\]

where \( m \) is the total mass of the actuator and the load, \( f_f \) is the friction force (a nonlinear function of the actuator velocity) and \( g \) is the gravitational acceleration. \( A \) is the area of the piston and \( a \) is the annulus area.

Equations (1),(4),(5) completely describe the fifth order nonlinear dynamics of the system under study. The corresponding state space representation of these dynamics follows. By defining

\[
x_1 = x, \quad x_2 = \dot{x}, \quad x_3 = p_c, \quad x_4 = v, \quad x_5 = \dot{v}
\]

one can write (assuming \( c_l = 0 \))

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= \frac{A}{m_x} x_3 - f_f(x_2) - g - \frac{a}{m} p_c \\
\dot{x}_3 &= -\frac{\beta x_2}{(x_1 - L)} - \frac{\beta}{A(x_1 - L)} q_c(x_3, x_4) \\
\dot{x}_4 &= f_3(x_1, x_2) + g_3(x_1, x_3) x_4 \\
\dot{x}_5 &= -\omega_v^2 x_4 - 2\zeta_v \omega_v x_5 + \omega_v^2 u = f_5(x_4, x_5) + g_5 u
\end{align*}
\tag{6}
\]

3 The Controller Design

The nonlinear system described by (6) is in so called strict feedback form. This special form allows the use of the recursive backstepping procedure for the controller design [15]. The method basically provides a recursive framework to construct a Lyapunov function and corresponding control action for the system stabilization. In the rest of this section, this idea is adopted to design a nonlinear controller for position tracking in a hydraulic servo-system. [14] used a similar methodology for force tracking in hydraulic actuators.

3.1 Non-adaptive Case

First, the system parameter are assumed to be known. Let \( e_i = x_i - x_i^d \), \( i = 1, \ldots, 5 \) and \( e = x - x^d \). The design procedure is started by defining the following Lyapunov-like function
With \( \theta \) and the following choice of \( \gamma \):

\[
V_1 = \frac{1}{2m(x_2 - x_2^d)^2} + \frac{1}{2k_1(x_1 - x_1^d)^2}.
\]

The derivative of (7) is given by

\[
\dot{V}_1 = (-f_j + A x_3 + mg - m x_3^d)(x_2 - x_2^d) + k_1(x_1 - x_1^d)(x_1 - x_1^d).
\]

With \( x_3 = x_3^d + e_3 \), and the following choice of \( x_3^d \):

\[
x_3^d = \frac{1}{A}[a p_s - m g + f_j + k_1(x_1 - x_1^d) + k_2(x_2 - x_2^d) + m x_4^d]
\]

(9)

\[\dot{V}_1 \]

(10)

Now, in order to go one step ahead, \( V_2 \) is defined as

\[
V_2 = V_1 + \frac{y_2}{2}(x_3 - x_3^d)^2.
\]

(11)

By taking the derivative of (11) and using (10)

\[
\dot{V}_2 = \dot{V}_1 + \gamma_3(x_3 - x_3^d)(x_3 - x_3^d)
\]

and \( \dot{V}_1 \) as

\[
\dot{V}_1 = \gamma_3 e_3(f_3 + g_3 x_4 - x_4^d)
\]

(12)

\[
\dot{V}_2 = -k_2 e_2^2 + \gamma_3 e_3\left(\frac{A e_2}{y_3} + f_3 + g_3 x_4 + g_3 e_4 - x_4^d\right)
\]

If \( x_4^d \) is chosen as

\[
x_4^d = \frac{1}{g_3}(f_3 + x_3^d - \frac{A e_2}{y_3} - k_2 e_2)
\]

(13)

then (12) is simplified to

\[
\dot{V}_2 = -k_2 e_2^2 - \gamma_3 k_3 e_2^2 - \gamma_3 g_3 e_3 e_4.
\]

(14)

Let \( V_3 \) be defined as follows

\[
V_3 = V_2 + \frac{1}{2}\gamma_4(x_4 - x_4^d)^2.
\]

(15)

By taking the derivative of \( V_3 \), one may write

\[
\dot{V}_3 = \dot{V}_2 + \gamma_4 e_4(x_5 - x_5^d)
\]

(16)

\[
\dot{V}_3 = -k_2 e_2^2 - \gamma_3 k_3 e_3^2 + \gamma_4 e_4\left(e_5 + x_5^d - x_5^d + \frac{\gamma_3}{\gamma_4} g_3 e_3\right)
\]

(17)

(16) suggests the following choice of \( x_5^d \)

\[
x_5^d = x_5^d - \frac{\gamma_3}{\gamma_4} g_3 e_3 - k_4 e_4,
\]

(18)

which renders \( V_3 \) into

\[
\dot{V}_3 = -k_2 e_2^2 - \gamma_3 k_3 e_3^2 - \gamma_4 k_4 e_4^2 + \gamma_4 e_4 e_5.
\]

(19)

Finally, \( V_4 \) is defined to be

\[
V_4 = V_3 + \frac{y_5}{2}(x_5 - x_5^d)^2
\]

(20)

By taking the derivative of (19), one may write

\[
\dot{V}_4 = \dot{V}_3 + \gamma_5 e_5(f_5 + g_5 u - x_5^d) = -k_2 e_2^2 - \gamma_5 k_3 e_3^2 - \gamma_4 k_4 e_4^2 + \gamma_4 e_4\left(f_5 + g_5 u - x_5^d + \frac{\gamma_4}{\gamma_5} e_5\right)
\]

(21)

If the control \( u \) is synthesized as

\[
\dot{V}_4 = \frac{1}{\gamma_5}\left[-f_5 + x_5^d - \frac{\gamma_4}{\gamma_5} e_5 - k_5 e_5\right]
\]

(22)

then (20) is simplified to

\[
\dot{V}_4 = -k_2 e_2^2 - \gamma_3 k_3 e_3^2 - \gamma_4 k_4 e_4^2 - \gamma_5 e_5 e_5 \leq 0
\]

(23)

and \( k_1, k_2, k_3, k_4, k_5 > 0, \gamma_3, \gamma_4, \gamma_5 > 0 \).

Note that (23) is a Lyapunov function for the system defined by (6), and the control law given by (9),(13),(17),(21) renders its derivative negative semidefinite. It is easy to show that \( \epsilon = 0 \) is the largest invariant set in \( E = \{ \epsilon \in \Omega | V_4(\epsilon) = 0 \} \). So, using LaSalle’s principle [16], the tracking errors which include position and velocity tracking errors, converge to zero asymptotically.

The derivative terms in the control law (i.e. \( x_3, x_4, x_5 \)) can be obtained in terms of the system states. Nevertheless, the expressions are long and complex and may not be suitable for real-time implementation. Numerical differentiation was found to be adequate for this purpose.

### 3.2 Adaptive Case

In the controller development in the previous section, it was assumed that all of the system parameters are known. However, this assumption is not always true. Sometimes, it may be necessary to identify some of these parameters off-line or estimate them using on-line adaptive schemes. The proposed controller was found to be more sensitive to changes in the hydraulic parameters. Therefore, these parameters might be estimated on-line. To develop an adaptive version of the controller, equations (1)-(3) are rewritten in the following form:

\[
x_3 = \theta_1 f_3 + \hat{\theta}_2 g_3 x_4
\]

(24)

where \( \theta = [\hat{\theta} \hat{\theta}]^T \) is the actual parameter vector and \( \hat{\theta} \) is its estimate, and

\[
f_3 = \frac{x_2}{\dot{\theta}_1 - L}
\]

(25)

\[g_3 = \begin{cases} 
\left. \sqrt{\dot{x}_3}/(A(x_1 - L)) \right| & x_4 < -d \\
\left. \sqrt{\dot{x}_3} + \sqrt{p_4 - x_2}/(A(x_1 - L)) \right| & -d \leq x_4 \leq d \\
\left. \sqrt{p_4 - x_3}/(A(x_1 - L)) \right| & x_4 > d
\end{cases}
\]

(26)

Now, \( V_2 \) in (11) is redefined as
where \( \ddot{\theta} = \theta - \dot{\theta} \). The derivative of (27) is given by
\[
V''_2 = V'_1 + \frac{\gamma_3}{2}(x_3 - x'_3)^2 + \frac{1}{2} \gamma_0 x_1 + \frac{1}{2} \gamma_0 \ddot{x}_2^2,
\]
(27)

Let \( x^d_4 \) be certainly equivalent to (13).
\[
x^d_4 = \frac{1}{\theta_2 g_3^2} \left[ -\dot{\theta}_1 f_3 + x'_3 - \frac{A}{\gamma_3} e_2 - k_3 e_3 \right].
\]
(29)

Similarly, \( V'_3 \) is redefined as
\[
V'_3 = V''_2 + \frac{1}{2} \gamma_4 e_4^2.
\]
(30)

By taking the derivative of \( V'_3 \) and substituting \( x^d_4 \) with the following expression
\[
x'_3 = x^d_4 - \frac{\gamma_3}{\gamma_4} \theta_2 g_3 e_3 - k_4 e_4,
\]
(31)

it can be shown that
\[
V'_3 = -k_2 e_2^2 - \gamma_3 k_5 e_3^2 - \gamma_4 k_4 e_4^2 + \gamma_4 e_4 e_5
\]
\[
+ \frac{\dot{\theta}_1}{\dot{\theta}_2} \left[ \gamma_3 g_3 e_3 e_4 + \frac{\gamma_4 e_5}{\gamma_3} ( - \dot{\theta}_1 f_3 + x'_3 - \frac{A}{\gamma_3} e_2 - k_3 e_3 ) \right] - \frac{\dot{\theta}_1}{\dot{\theta}_2} \left( \gamma_3 f_3 e_3 - \gamma_0 \dot{\theta}_1 \right)
\]
(32)

The parameter adaptation laws are then chosen as
\[
\dot{\dot{\theta}}_1 = \frac{\gamma_3}{\theta_0} f_3 e_3
\]
(33)
\[
\dot{\dot{\theta}}_2 = \frac{\gamma_4 e_4}{\gamma_0} \left[ \frac{1}{\theta_2} ( - \dot{\theta}_1 f_3 + x'_3 - \frac{A}{\gamma_3} e_2 - k_3 e_3 ) + g_3 e_4 \right]
\]
(34)

which render \( V'_3 \) into
\[
V'_3 = -k_2 e_2^2 - \gamma_3 k_5 e_3^2 - \gamma_4 k_4 e_4^2 + \gamma_4 e_4 e_5
\]
(35)

The rest of the design is the same as in the nonadaptive case and will not be presented here. By following similar steps, the asymptotic convergence of the state tracking errors to zero could be shown.

4 Simulation Results

Simulations have been performed to investigate the performance of the proposed nonlinear controllers. The simulation results have also been used to tune the controller for the experimental studies discussed in the next section. The results obtained from simulation are presented in this section. The following values have been used for the system parameters.

\[ A = 1.14 \times 10^{-3} \text{ m}^2, \quad a = 6.33 \times 10^{-4} \text{ m}^2, \quad L = 1.37 \text{ m}, \]
\[ \rho_s = 1500 \text{ psi}, \quad d = 55.4 \times 10^{-6} \text{ m}, \quad c = 1.5 \times 10^{-4}, \]
\[ \beta = 700 \text{ Mpa}, \quad m = 30 \text{ kg}, \quad \omega_c = 255 \text{ rad/sec}, \quad \zeta_c = 0.6 \]

Figure 2. The closed loop response to a sinusoidal reference trajectory with \( f=6 \text{ Hz} \) (simulation).

Figure 3. Actuator output force profile for a sinusoidal position reference trajectory with \( f=6 \text{ Hz} \) (simulation).

The friction was modeled as viscous damping with \( b = 1000 \text{ N.s/m} \). The controller gains were chosen as
\[ k_1 = 400000 \text{ N/m}, \quad k_2 = 4000 \text{ N.s/m}, \quad k_3 = 400 \text{ s}^{-1}, \]
\[ k_4 = 800 \text{ s}^{-1}, \quad k_5 = 800 \text{ s}^{-1}, \]
\[ \gamma_3 = 10^{-1}, \quad \gamma_4 = 15 \times 10^{-7}, \quad \gamma_5 = 15 \times 10^{-4}. \]

4.1 Nonadaptive Controller

The position tracking performance of the proposed controller (nonadaptive) is compared with a standard PD controller for a sinusoidal reference trajectory with \( f = 6 \text{ Hz} \) in Figure 2. The PD controller has been optimized to reduce the position tracking error. The nonlinear controller clearly outperforms the linear one. It tracks the reference trajectory almost perfectly whereas the linear controller exhibits a significant phase lag.

In the controller design, the control pressure (or, equivalently, the actuator output force) was an intermediate virtual control command. Figure 3 presents the force tracking behavior of the actuator. The force tracking error, seen in this figure, is due to the velocity estimation error. Actually, the effect of piston motion in (1) is cancelled by (13) and because of the low compressibility of the fluid (huge \( \beta \)), the performance of force tracking is sensitive to this nonlinearity cancellation. To improve the performance, one
should increase the pressure feedback gain $k_3$. However, noise in the pressure loop can excite the high frequency modes and leads to system instability if a high pressure feedback gain is used. The step responses of the nonlinear and linear controllers are compared in Figure 4. Again, the proposed controller has better performance, especially a much smaller settling time compared with the PD controller. It should be pointed out that during the first rise phase both controllers saturate and therefore they behave almost identically.

4.2 Adaptive Controller

To investigate the effectiveness of the adaptive controller, another set of simulations were performed. The following adaptation gains were used to implement (33) and (34):

$$\gamma_{\theta_1} = 0.25 \times 10^{-14}, \quad \gamma_{\theta_2} = 0.25 \times 10^{-6}.$$

A multiple frequency reference trajectory was employed to excite the system. It was found that the controller is only sensitive to the ratio $c = \theta_2/\theta_1$, not the parameters themselves. In fact, the parameter estimations converge to values with the same ratio as the ratio of actual parameters, depending on their initial values. In the first simulation case, the initial estimates of the parameters were chosen to be 50% and 100% off from their actual values, respectively. The results are shown in Figure 6 (a, b). Solid lines represent the actual values of the parameters. In the second case, only one parameter was mismatched, and its adaptation law was active exclusively in each time. As a result the parameters converged to their actual values. The results are specified as Case 2 in Figure 6 (a, b). The tracking errors converge in both cases. Figure 5 shows the position tracking error in the first case.

5 Experimental Results

The proposed controller was also implemented in a laboratory hydraulic setup which was primarily developed to be used in a motion simulator [17]. The hydraulic actuation system is equipped with Rexroth 4WRDE three-stage proportional valves connected in a three-way configuration. Low friction Teflon seals are used in the hydraulic cylinders. Necessary modifications were made in order to perform single cylinder experiments, as seen in Figure 7. The computing setup consists of a VME-based real-time system running VxWorks on a Themis Sparc 5 board. Actuator length, valve spool position and supply and control pressures are measured through installed sensors. The schematic diagram of the controller is shown in Figure 8. All derivatives required in the control law were implemented by $\alpha - \beta$ filters [18]. The control update frequency was $f = 1$ kHz. Actual system parameters were all the same as those given in the simulation section. The controller gains were selected as:

$$k_1 = 400 \times 10^3 \text{ N/m}, \quad k_2 = 10000 \text{ N/s/m}, \quad k_3 = 100 \text{ s}^{-1},$$

$$k_4 = 200 \text{ s}^{-1}, \quad k_5 = 200 \text{ s}^{-1}.$$

During the experiments, it was found that it is difficult to increase the pressure feedback gain $k_3$. Increasing this
gain allows the noise to excite the high frequency modes of the system and can lead to instability. Both adaptive and fixed-parameter controllers were implemented. However, it was observed that because of the relatively poor behavior of the pressure control loop, the use of the adaptive controller does not improve the position tracking performance significantly. The hydraulic parameters used in the nonadaptive controller were identified by an off-line least-squares estimation technique.

The nonlinear controller performance is compared with a standard PD controller in Figures 9, 11. The PD controller was tuned to obtain a good tracking performance while keeping the system stable. Figure 9 shows the position tracking for a reference trajectory with \( f = 2 \) Hz. The nonlinear controller clearly outperforms the PD controller despite its poor force tracking as shown in Figure 10. In Figure 11 the controllers are compared in tracking a 4 Hz reference position trajectory. Again the superiority of the nonlinear controller is observed.

6 Conclusions

In this paper the position control problem of a hydraulic actuator was addressed. The highly nonlinear behavior of the system limits the performance of classical linear controllers used for this purpose. The backstepping design strategy was adopted to develop a nonlinear controller that considers the valve dynamics. An adaptation algorithm was also proposed for on-line identification of hydraulic parameters. It was found that the proposed controller outperforms a tuned PD controller both in simulation and experiments. Despite the fact that the stiff pressure dynamics makes the inner pressure control loop sensitive to system uncertainties, very good position tracking performance is obtained. The method has the potential to be extended to the control of hydraulic manipulators incorporating the actuator dynamics. This will be reported in future work.
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