Choosing the Right Signal: Doppler Shift Estimation for Underwater Acoustic Signals
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ABSTRACT

In this paper, we consider the problem of estimating the coarse Doppler shift ratio for underwater acoustic communication (UWAC). Since underwater the constant motion of nodes results in Doppler shifts that significantly distort received signals, estimating the Doppler shift and compensating for it is required for all UWAC applications. Different than for terrestrial radio-frequency where the Doppler effect is modeled by a frequency shift, due to the slow sound speed in water, the effect of transceiver motion on the duration of the symbol cannot be neglected. Furthermore, since the carrier frequency and the signal bandwidth are of the same order, UWAC signals are considered wideband and Doppler-induced frequency shifts cannot be assumed fixed throughout the signal bandwidth. Considering these challenges, we present a method for Doppler-shift estimation based on comparing the arrival times of two chirp signals and approximating the relation between this time difference and the Doppler shift ratio. This analysis also provides an interesting insight about the resilience of chirp signals to Doppler shift. Our simulation results demonstrate improvement compared to commonly used benchmark methods in terms of accuracy of the Doppler shift estimation at near-Nyquist baseband sampling rates.
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1. INTRODUCTION

Underwater acoustic communication (UWAC) has a large variety of applications. A brief list of examples includes oceanography data collection, ocean exploration, undersea navigation and control over autonomous underwater vehicles [2]. While current research involves all layers of UWAC networks, the basic demands remains to ensure a certain reliability in decoding the transmitted communication symbols. Reliable UWAC is challenging due to the characteristics of the underwater acoustic channel. These include a high power attenuation, small bandwidth, fast time-varying impulse response, and considerable Doppler shift [1]. Recently, there have been significant efforts to design robust receivers which successfully equalize the channel, and achieved transmission rates have significantly increased [5].

Among the unique characteristics of the UWAC channel is the Doppler shift. Unlike the case of radio frequency communication for which the Doppler shift is usually modeled as a frequency offset and the effect of Doppler shift (or transceiver motion) on the symbol duration is neglected, in UWAC the latter assumption cannot be made. We refer to the latter phenomenon as Doppler scaling. While vessels usually move slowly in water, the low sound speed (roughly 1500 m/sec) results in possibly large Doppler shift ratios, and due to the low transmission rate, Doppler scaling may significantly extend or shorten the duration of the received communication symbols. Since, underwater nodes can move in all directions and even a seemingly static node moves around its anchor, Doppler shift estimation and compensation are required for any UWAC application.

In this paper, we consider the problem of providing a coarse estimate of the Doppler shift, which is the average value over the Doppler shifts of different signal paths. In the UWAC literature, Doppler shift estimation has been extensively explored. Most proposed methods rely on a synchronization signal with good resilience to Doppler shift, and estimate the coarse Doppler shift by either passing the received symbol through a bank of matched filters (MF), each matched to a different tested Doppler shift ratio, or measuring the received symbol frequency offset or the change to the symbol duration. The latter is performed by measuring the time-difference-of-arrival (TDoA) between two received symbols and comparing it to the expected value. Then, the information bearing symbols are interpolated at the estimated coarse Doppler shift ratio and a fine Doppler shift estimation and tracking is performed, usually using a phase locked loop [12]. However, a bank of MF highly increases complexity, and direct measurement of the symbol extension or the frequency offset requires fine sampling resolution, which sets limits on the baseband sampling frequency being...
used and, again, increases complexity. Moreover, to the best of our knowledge, there has not been a thorough study on the optimal structure of the synchronization signal.

Considering the problem of fine sampling resolution required for Doppler shift estimation using the existing methods, we suggest a new method to effectively estimate the coarse Doppler shift for underwater acoustic communication. Our method involves measuring the TDoA between increasing frequency (Up) and decreasing frequency (Down) received chirp symbols. We refer to the suggested method as the Up-Down Doppler shift estimation method. We do not directly measure the change to the symbol duration. Instead, we propose a method to measure the time offset, caused by Doppler shift, for the arrival of the symbol. By calculating the relationship between this measured time offset and the Doppler shift ratio, we are able to estimate the latter. This method allows us to simultaneously transmit the Up and Down chirps, thus increasing throughput compared to sending two separate symbols in TDoA Doppler shift estimation method. Furthermore, we prove that the minimum sampling frequency needed to estimate Doppler shift at a certain resolution is lower than that for directly measuring the Doppler scaling. While a similar method has been suggested for radar detection (e.g., [10]), our contribution lies in adapting it to UWAC and deriving an approximation for the above relationship considering also the effect of Doppler scaling. We perform this (non-trivial) analysis for two types of exponential chirp signals, namely the linear-frequency-modulation (LFM) and the quadratic-frequency-modulation (QFM), where the former is extensively used in radar detection [10], and conclude that the QFM chirp is more resilient to Doppler shifts. Similar analysis can be made for other types of chirp signals, for example the hyperbolic-frequency-modulation (HFM) which is also used for underwater acoustic target tracking [15]. We present simulation results showing that in near-Nyquist baseband sampling rates, our method provides a more accurate coarse Doppler shift estimation than widely used benchmark methods.

The remainder of this paper is organized as follows. Related work is discussed in Section 2. System model and objectives are introduced in Section 3. In Section 4.1 we give an intuition to our approach, in Section 4.2 we describe the details of our method, and LFM and QFM signals are compared in Section 4.3. Simulation results are presented in Section 5, and conclusions are offered in Section 6.

2. RELATED WORK

In UWAC, synchronization signals are used for detection purposes, coarse channel estimation, and time synchronization [17]. Usually, detection is performed using an MF. Thus, the effect of Doppler shift on the output of the MF should be as small as possible. Moreover, to allow multipath separation, the auto-correlation of the synchronization signal should be as narrow as possible, i.e. a wideband signal is required. Most works consider the use of chirp signals for the synchronization signal (e.g., [17, 11, 18, 6]). The chirp signal is widely used in radar [10] and sonar applications [15]. It is resilient to Doppler shift, and has a low peak-to-average ratio. The latter characteristic makes the chirp signal suitable for transmission using switching power amplifiers, which are commonly used in UWAC due to their high efficiency.

We identify four main approaches for coarse Doppler estimation. The first includes a bank of M MFs, each branch corresponds to a different Doppler shift ratio [11, 14]. The received symbol is passed through the MFs, and the Doppler shift ratio is estimated according to the branch that produces the highest energy at the matching point. The accuracy of this method depends on the resolution of the tested Doppler shift ratios, i.e., the number M. However, increasing M also increases the complexity, and the latter is especially important since the synchronization signal should be detected in real-time.

A second approach to estimate the coarse Doppler shift relies on measuring the Doppler-induced frequency offset. The received synchronization signal is converted to the frequency domain and a detector is used to estimate the received carrier frequency. Then, the Doppler shift ratio is obtained as a function of the frequency offset and the estimated propagation speed [12]. This (rather straightforward) approach is hardly in use since 1) most synchronization signals in use are wideband signals, 2) carrier frequency estimation requires high signal-to-noise ratio (SNR), and 3) detection at the frequency domain sets hard limitations on the baseband sampling frequency in use, which increases complexity.

A different approach considers the coarse Doppler shift as part of the channel parameters. In [9], the received signal is decomposed into basis functions whose parameters fit the channel multipath, phase change, and Doppler shift. By optimizing the choice of these basis functions, the Doppler shift is estimated. An alternative approach by the same group is presented in [8], where channel parameters are estimated using the Merlin transform coefficients, which also include the Doppler shift ratio. Since the UWAC channel is highly complex, a model must be used to limit the number of estimated parameters. Thus, while this approach is more general, it is sensitive to channel model mismatch.

The most commonly used approach for Doppler shift estimation involves direct measuring of the Doppler scaling. In [12], this is performed by transmitting chirp signals from an array of transmitters and comparing the TDoA to the expected delay. In [18] and [16], a similar approach is taken by transmitting a pre-ample signal before the information packet and a post-ample signal after the information packet. The TDoA between the pre-ample and post-ample signals is compared to the duration of the transmitted packet to infer the Doppler shift ratio. When the duration of the information packet is large (and thus Doppler scaling is more noticeable), this method has the benefit of high accuracy. However, since the method assumes that the Doppler shift ratio is fixed between the pre-ample and post-ample symbols, this accuracy tradeoffs with the coherence time of the Doppler shift. In this paper we will also show that the above method also limits the sampling resolution, and at near-Nyquist baseband sampling frequencies accuracy is significantly affected.

3. SYSTEM MODEL

Our Doppler estimation method relies on a synchronization signal, which is transmitted as part of any packet. We assume that the receiver is aware of the structure of the synchronization signal but has no prior information of the test signal. The noise level and signal power attenuation in the channel are
assumed to permit reliable signal detection. Using the synchronization signal, our objective is to estimate the coarse Doppler shift.

3.1 Doppler Shift Model

When the receiver and transmitter move with relative speed $c$ along the direction of the transmitted signal, Doppler shift occurs. The Doppler shift ratio is defined as $\mu = \frac{v}{c}$, where $c$ is the propagation speed. Given Doppler shift ratio $\mu$, a symbol $s(t)$ of duration $T_s$ is received as [3]

$$s(t) = \frac{s(t(1 + \mu) - \tau)}{s_1} \cdot e^{-j\mu \omega_c t}, \quad 0 \leq t \leq T_s,$$  

(1)

where $\tau$ is the propagation delay, and $\omega_c$ is the angular carrier frequency of the transmitted signal. Terms $s_1$ and $s_2$ in (1) correspond to the time scaling of the received signal and a frequency offset, respectively. For a sampled signal $s[n]$, the Doppler shift phenomenon can be modeled by interpolating $s[n]$ at rate $1 - \mu$.

3.2 Example for Doppler Shift Distortion

In the following we give an example to emphasize the need for accurate Doppler shift estimation and correction at the receiver. We measure the distortion, caused by the Doppler shift, for a transmitted symbol between the energy at the matching point of the matched filter (MF) output for a symbol with and without Doppler shift. For a transmitted symbol $s(t)$ and a received symbol $\tilde{s}(t)$, the MF output is given as

$$R(\tau) = \frac{1}{T_s} \int_0^{T_s} s(t) \tilde{s}(t - \tau) dt.$$  

(2)

To demonstrate the effect of Doppler shift, we consider the widely used direct-sequence-spread-spectrum (DSSS) signal. Let $a_n$, $n = 1, \ldots, N$ be a pseudo-random sequence such that

$$a = \begin{cases} +1 & \text{With Probability 0.5} \\ -1 & \text{With Probability 0.5} \end{cases}.$$  

Also let $L_c$ be the number of chips, each of duration $T_{\text{chip}} = \frac{T_s}{L_c}$. The baseband DSSS signal is given by [13]

$$s(t) = \sum_{n=0}^{L_c-1} a_n \cdot g(t - n T_{\text{chip}}), \quad 0 < t \leq T_s,$$  

(3)

where, for simplicity, $g(t - T_{\text{chip}}) = u(t) - u(t - T_{\text{chip}})$, and $u(t)$ is the unit-step function. Given model (1), a DSSS signal (3) distorted by Doppler shift of ratio $\mu$ is expressed by

$$\tilde{s}(t) = \sum_{n=0}^{L_c-1} a_n \tilde{g}(t - n \tilde{T}_{\text{chip}}), \quad 0 < t \leq \tilde{T}_{\text{chip}} L_c,$$  

(4)

where $\tilde{g}(t)$ is a rectangular pulse whose duration is $\tilde{T}_{\text{chip}} = \frac{T_{\text{chip}}}{1 + \mu L_c}$. The MF output (2) for a Doppler-induced DSSS signal is given by

$$R(\tau) = \frac{1}{T_s} \int_0^{T_s} \sum_{m,n=0}^{L_c-1} a_n a_m g(t - n T_{\text{chip}}) \tilde{g}(t - m \tilde{T}_{\text{chip}} - \tau) dt.$$  

(5)

Recall $E(a_n) = 0$. Thus, for a large number of chips (say $L_c > 12$), we are interested in the Doppler shift effect on $R(\tau)$ within a window of $\tilde{T}_{\text{chip}}$ sec around the matching point (defined as $\tau = 0$). Here,

$$R(0) = \frac{1}{T_s} \sum_{n=0}^{L_c-1} g(t - n T_{\text{chip}}) \cdot \left( \frac{(n + 1) \left( \tilde{T}_{\text{chip}} - T_{\text{chip}} \right)}{T_{\text{chip}}} \right) dt + \frac{1}{T_s} \sum_{n=0}^{L_c-1} g(t - n T_{\text{chip}}) \left( 1 - \frac{(n + 1) \left( \tilde{T}_{\text{chip}} - T_{\text{chip}} \right)}{T_{\text{chip}}} \right)$$  

(6)

Assuming $(L_c - 1) \left( \tilde{T}_{\text{chip}} - T_{\text{chip}} \right) \leq T_{\text{chip}}$, the first term of (6) can be neglected. Thus,

$$R(0) \approx \frac{1}{T_s} \cdot \frac{T_{\text{chip}}}{\tilde{T}_{\text{chip}}} \sum_{n=0}^{L_c-1} n \left( \tilde{T}_{\text{chip}} - T_{\text{chip}} \right) + T_{\text{chip}} \left( 1 + \mu \frac{L_c - 1}{2} \right).$$  

(7)

For $\mu = 0$, i.e., zero Doppler shift, the expression in (7) yields $R(0) = 1$. However, for $L_c = 100$ and as little as $\mu = 0.003$, i.e., relative speed of 4.5 m/sec and $c = 1500$ m/sec, we get $R(0) = 0.84$. That is, the Doppler shift results in 16% energy reduction at the MF output.

3.3 The Chirp Signal

As stated in Section 2, most works consider the use of chirp signals for the synchronization signal. For bandwidth $B$, angular carrier frequency $\omega_c$, and a factor $\beta = \frac{B - f_1}{f_2 - f_1}$, the exponential chirp signal is modeled by

$$s(t) = \psi \Re \left( e^{j\pi \beta t^2} \cdot e^{j\omega_c t} \right), \quad 0 < t \leq T_s,$$  

(8)

where $\psi = \sqrt{\frac{2}{\beta \pi} \int_0^{T_s} t \cos(2\pi f t^2) dt} \approx \sqrt{\frac{2}{\beta T_s}}$, and $k \geq 1$. The HFM signal is modeled by

$$s(t) = \sin \left( 2\pi b \log(1 + \frac{bf}{T_s}) \right), \quad 0 < t \leq T_s,$$  

(9)

where for frequencies $f_1$ and $f_2$, $b = \frac{B}{f_2 - f_1}$ and $P = \frac{1}{T_s}$. Functions $s(t)$ in (8) and (9) are defined as an Up chirp, and $s(T_s - t)$ as a Down chirp.

4. THE UP-DOWN METHOD

Before getting into details, we start by giving an intuition to our method.

4.1 Intuition

Since Doppler shift changes the duration of the received signal by factor $1 - \mu$, there is a time difference, denoted by $\tau_c$, between the matching points of an MF for a received chirp signal with and without Doppler shift. Thus, by finding the relation between $\tau_c$ and $\mu$ and measuring $\tau_c$, we could estimate $\mu$. Clearly, a direct measurements of $\tau_c$ cannot be obtained. Instead, we use a small trick and transmit both Up chirp and Down chirps. In Figure 1, we illustrate the difference between the detected time-of-arrival of both Up
and Down chirps for the simplified case of fixed Doppler-induced frequency offset across the symbol bandwidth and no Doppler scaling. The fixed frequency offset in the illustration results a “forward” time shift of \( \tau_c \) in the matching point of the MF for the Up chirp, and a “backwards” time shift of \( \tau_c \) in that for the Down chirp. Hence, the time difference between these matching points is \( 2\tau_c \). Now all is left is to find the relation between \( \tau_c \) and \( \mu \). Unfortunately, different than the analysis of ambiguity functions for radar-based chirp signals [10], in UWAC the time scaling effect of the Doppler shift cannot be neglected and, as we will see, obtaining this relation is not an easy task. Instead, assuming \( \beta \gg 1 \) (see (8)) we approximate the above relation. We note that our method only applies to finding the coarse Doppler shift, and should be followed by a fine tuning for estimating the Doppler shift for the different multipath arrivals.

The advantage of our approach compared to the one presented in [18] (see Section 2) lies in the sampling resolution required for the measured time difference. More specifically, in the latter the measured TDoA is \( \frac{T + T_A}{2} - (T + T_A) \), where \( T \) is the time gap between the transmitted pre-ample and post-ample symbols. Thus, the minimum sampling frequency required to separate between two Doppler shift ratios \( \mu_1 \) and \( \mu_2 \), where \( \mu_1 > \mu_2 \), is simply

\[
P_{\text{Gap-Measure}}^{\text{min}} = \frac{(1 - \mu_1)(1 - \mu_2)}{(T + T_A)(\mu_1 - \mu_2)}. \tag{10}
\]

However, we will see that for practical system parameters, the minimum sampling frequency required for our method to differentiate between \( \mu_1 \) and \( \mu_2 \) is notably lower. There are two benefits for having a lower minimum sampling frequency. First, it improves complexity. Second, it sets less limitations on the required accuracy level of the TDoA detector (at the output of the MF). The latter is important in UWAC where bandwidth is narrow, and multipath arriving in clusters affect accuracy of the detector. Another advantage of our method is the optional reduction in communication overhead. That is, while the method in [18] requires separate transmission of two chirp signals, we can possibly simultaneously transmit an Up and Down chirps, thus improving throughput.

### 4.2 Formulating the Matched Filter

While, due to its resilience to Doppler shift, the HFM chirp signal in (9) is also used for sonar detection [7, 15], for simplicity, in this work we focus on the set of exponential chirp signals (8). This is because of the logarithmic operation in (9) which makes it harder to approximate the relation between the Doppler shift ratio and the arrival time. For the same reason, we specifically consider an LFM chirp signal, for which \( k = 2 \), and a QFM chirp, for which \( k = 3 \). All forms of chirp signals have similar bandwidth. However, we argue that there is a difference between the resilience of different types of exponential chirp signals (i.e., different \( k \) value) to Doppler shift. In fact, while the LFM is more widely used for radar applications (e.g., [17]), we show that the QFM may be a better fit if such resilience to Doppler shift is required. Nevertheless, we provide the mentioned analysis for both LFM and QFM signals.

We start by formulating the MF function for the chirp signal. For the exponential chirp signal in (8), the MF output is

\[
\text{MF}_k(\tau) = \int \psi^*(t-\tau)\psi(t)e^{j\omega t}e^{j\Omega t}e^{j\mu t}(t^k(1+\mu)^k-(t-\tau)^k)dt. \tag{11}
\]

To understand the meaning of \( \tau \) it is beneficial to simplify (11). Define \( \tilde{\psi}_k(t) = \psi(t)e^{\alpha t} \) and \( \omega = \omega_0 \mu \). Then, assuming \( \int |\tilde{\psi}(t)|^2 = 1, \) (11) becomes the ambiguity function

\[
\text{X}_k(\tau, \omega) = e^{j\omega \tau} \int \tilde{\psi}_k(t - \tau)\tilde{\psi}_k(t(1+\mu))e^{j\omega t}dt. \tag{12}
\]

For \( \mu = 0, |\text{X}_k(0,0)| = 1 \). Then, since \( \tau_c \) is the time difference between the matching point of the MF with and without Doppler shift, \( \tau_c = \arg\max_{\tau} |\text{X}_k(\tau, \omega)| \).

The following correlation envelope and its transformation function will be useful

\[
g(t, \tau) = \psi(t - \tau)^*\psi(t) = \int G(\Omega, \tau)e^{-j\Omega t}d\Omega \tag{13a}
\]

\[
G(\Omega, \tau) = \int g(t, \tau)e^{j\Omega t}dt. \tag{13b}
\]

By (11),

\[
\text{X}_k(\tau, \omega) = e^{j\omega \tau} \int dt\frac{d\Omega}{2\pi}G(\Omega, \tau)e^{-j\Omega t-j\omega t-j\mu t}(t^k(1+\mu)^k-(t-\tau)^k), \tag{14}
\]

and for \( \psi(t) \approx \sqrt{\frac{1}{\Omega_0^2} - \frac{t^2}{\Omega_0^2}} \leq t \leq \frac{\Omega_0}{2} \) (see (8)) we get

\[
G(\Omega, \tau) = e^{\frac{\mu \tau}{2}} \frac{2\sin\left(\frac{\mu \tau}{2} \left(1 - \frac{1}{\Omega_0^2}\right)\right)}{\Omega_0^2}. \tag{15}
\]

Recall that our objective is to find the relation between \( \tau_c \) and the Doppler shift ratio, \( \mu \). In the following we derive this relation for two cases: \( k = 2 \) and \( k = 3 \), namely the LFM and QFM chirp signals. Since direct maximization of (14) for \( k > 1 \) is difficult, we approximate \( \text{X}_k(\tau, \omega) \).

#### 4.2.1 Solution for LFM
By (14), for \( k = 2 \) we get
\[
X_2(\tau, \omega) = e^{i\omega \tau - \tau^2 s/2} \int dt \frac{d\Omega}{2\pi} G(\Omega, \tau) e^{it(\omega - \Omega + \beta \tau) + j\beta \tau^2 \mu a_2},
\]
where \( s = \frac{t}{T} + 1 \). Replacing \( t \) with \( t + \frac{\tau}{T} \) and defining \( \tilde{G}(\Omega, \tau) = \int \psi(t) (t + \frac{\tau}{T}) \psi(t) e^{i\Omega t} dt \), we get
\[
X_2(\tau, \omega) = e^{i\omega \tau - \tau^2 s/2} \int dt \frac{d\Omega}{2\pi} \tilde{G}(\Omega, \tau) - \tau \beta t \mu a_2 + \phi(\tau),
\]
where \( \phi(\tau) \) is some function of \( \tau \).

Recall \( \beta \approx \frac{s}{T} \). In our system we assume \( \beta >> 1 \). Thus, (17) can be simplified using the saddle point approximation [4]. Define the action value
\[
\Pi_{k=2}(\Omega, t) = \tilde{j}(\omega - \Omega)t + j\beta t^2 \mu a_2 + j\beta \tau t + j\mu a_2 \beta t + \phi(\tau).
\]
The coefficients of the saddle point approximation are
\[
\frac{\partial \Pi_{k=2}}{\partial \Omega} = -jt,
\]
\[
\frac{\partial \Pi_{k=2}}{\partial t} = j\omega - j\Omega + 2j\mu \beta a_2 + j\beta \tau (1 + a_2 \mu)
\]
\[
\frac{\partial^2 \Pi_{k=2}}{\partial t^2} = 0,
\]
\[
\det(\Pi') = \begin{vmatrix} 2j\mu a_2 - j & 0 \\ j & 1 \end{vmatrix} = 1.
\]

To get a simplification for \( X_2(\tau, \omega) \), define \( \Omega_c(\tau) = \omega - \beta \tau (1 + a_2 \mu) \) and \( \tau_c = 0 \) such that \( \Pi(\Omega_c, \tau_c) = \phi(\tau) \). Then, (16) is approximated by
\[
X_2(\tau, \omega) = e^{i\omega \tau - \tau^2 s/2} \tilde{G}(\Omega_c(\tau), \tau).
\]

By (15), the matching point, argmax\( |X_k(\tau, \omega)| \) = argmax\( |\tilde{G}(\Omega_c(\tau), \tau)| \), is obtained when \( \Omega_c(\tau) = 0 \) and
\[
\tau_c = \frac{\omega_0 \mu}{\beta (1 + a_2 \mu)} = \frac{\omega_0 \mu}{\beta (1 + \mu + \frac{2^2}{4})}.
\]

We note that if the Up and Down chirps are not simultaneously transmitted, a compensation factor deducted from \( \tau_c \) is needed. If the two signals are transmitted one after the other, then \( \tau_c \) may be used to estimate \( \mu \) by measuring the time difference \( 2\tau_c \).

Let us compare the required minimum sampling resolution in (10) to that required for our method. By (21), for differentiating between Doppler shift ratios \( \mu_1 \) and \( \mu_2 \), we require a minimal sampling resolution of
\[
F_{\text{min}}^{\text{UP-Down}} = \frac{1}{\tau_c(\mu_1) - \tau_c(\mu_2)}.
\]

Consider, \( v_1 = 1 \) m/sec, \( v_2 = 2 \) m/sec, \( b = 1000 \) Hz, \( T_o = 0.01 \) sec, \( \omega_0 = 40e^\pi \) rad, and \( T = 0.5 \) sec, we obtain \( F_{\text{min}}^{\text{UP-Down}} \approx 1190 \) Hz (i.e., near-Nyquist baseband sampling frequency), while \( F_{\text{min}}^{\text{Gap-Mean}} = 2935 \) Hz.

4.2.2 Solution for QFM

Following the steps of our saddle point approximation in section 4.2.1, for \( k = 3 \), we get the action value
\[
\Pi_{k=3}(\Omega, t) = \frac{1}{3} T_0^2 \int [t + \tau(2/3) - (1 + \mu) - \frac{\tau}{2}] dt.
\]

and \( \phi'(\tau) \) is some function of \( \tau \). Similar to the analysis performed in (19), for \( a_3 = 3 + 3\mu + \frac{3}{4} \mu^2 \) we obtain \( \Pi_{k=3}(\Omega, t_c) = \phi(\tau) \) when \( t_c = \frac{\tau}{2} \), and when
\[
\Omega_c = \mu \beta a_3 t - \beta(2 + \mu \cdot a_3)t + \frac{\beta}{4} \mu^2 a_3. \tag{24}
\]

Then, as in (20), we approximate
\[
|X_3(\tau, \omega)| = |\tilde{G}(\mu \beta a_3)^{T_0/2 - \tau \beta(2 + \mu a_3) T_0/2 + \frac{\beta}{4} \mu^2 a_3, \tau)|
\]

which is maximized for \( \Omega_c = 0 \). Finally, for \( k = 3 \), we obtain the relation between \( \mu \) and \( \tau_c \),
\[
0 = -\tau_c \beta [2 + \mu(3 + 3\mu + \mu^2)] T_0/2 + \mu(3 + 3\mu + \mu^2)
\]
\[
\approx \tau_c \beta (2 + 3\mu) T_0/2 + 3\mu^2 + \frac{3}{4} \beta^2 \mu.
\]

If deduction of factor \( \frac{T_0}{4} \) from \( \tau_c \) is needed, (see Section 4.2.1), (26) becomes a 3rd degree polynomial of \( \mu \). We note that the time resolution required in the case of the QFM is similar to that required using the LFM signal.

In the following we use the above analysis to compare the resilience of the LFM and QFM chirp signals to Doppler shift.

4.3 Choosing the Synchronization Signal

Recall the chirp signals we use for estimating the Doppler shift ratio are part of the synchronization signal, which is mainly used for detection of packets and obtaining channel state information. Thus, we are interested in a synchronization signal whose MF output is least affected by Doppler shift. In this section we compare the magnitudes \( |X_2(\tau, \omega)| \) and \( |X_3(\tau, \omega)| \) at the matching point \( \tau = 0 \). By (15) and (20),
\[
|X_2(0, \omega)| = |\tilde{G}(\Omega_c, 0)| = \frac{\sin \left( \frac{\omega_0 T_o}{2} \right)}{\Omega_c T_o/2}.
\]

According to Sections 4.2.1 and 4.2.2,
\[
\Omega_c(\tau = 0)|_{k=2} = \omega_0 \mu.
\]
\[
\Omega_c(\tau = 0)|_{k=3} = \omega_0 \mu + \frac{T_0^2}{4} \mu a_3 \beta.
\]

The case \( |X_2(0, \omega)| > 1 \) represents the case where the QFM signal is more resilient to Doppler shift than the LFM signal. From (28), we observe that this is indeed the case.

4.4 Discussion

In Section 4.3 we showed that a QFM chirp signal is expected to have better resilience to Doppler shift than an LFM chirp. In fact, as we will show further below by means of numerical simulations, resilience of a chirp signal to Doppler shift increases with \( k \). However, there are two drawbacks to choosing a higher degree chirp signal. First, the peak-to-average ratio, which is one of the motivations for choosing the chirp signal as the time-synchronization signal, increases with \( k \) and affects transmission distortion. Second, for high \( k \) value, most of the bandwidth spans over a short fraction of the symbol duration. This means that resilience of the
chirp signal to low signal-to-noise-ratio (SNR) decreases as $k$ increases.

5. RESULTS

In this section, we show the performance of our Doppler shift estimation method. The results are presented in terms of the error

$$\rho_e = c|\mu - \mu|$$ \hspace{2cm} (29)

where $\mu$ is the estimated Doppler shift ratio and $c$ is the sound speed. We compare our method (Up-Down) to the Doppler estimation method presented in [18] (Gap-Measure), as well as to the method described in [11] where Doppler shift is estimated using a bank of matched filters (MF-Bank). We avoid comparing our method to estimating the Doppler shift as part of channel parameters or by measuring the Doppler-induced frequency offset (see Section 2). This is because, the former requires a reliable channel model and the later applies to narrowband signals. Clearly, if having small resolution between trial Doppler shift ratios, the MF-Bank method achieves the best performance. However, at cost of complexity that may be too high for real time systems.

In our simulation setting we consider two types of synchronization signals. The first is in the form of an Up chirp followed by a Down chirp and is used for our Up-Down method, as well as for the MF-bank method. The second type of synchronization signal is used by the Gap-Measure method and includes an Up chirp followed by a time gap of $T = 0.5$ sec (used for the information bearing signals) and another Up chirp signal. In both cases, to simulate detection in real scenarios, before and after the synchronization signal we inject a Gaussian noise signal of duration 0.1 sec. For the structure of the chirp signals we use bandwidth of $B = 1000$ Hz, symbol duration $T_s = 0.01$ sec, and angular carrier frequency $\omega_0 = 400\pi$ rad. For comparison, we consider both LFM and QFM chirps.

The simulations include a Monte-Carlo set of 10000 channel realizations. For each simulation, we uniformly generate a Doppler shift ratio, $\mu$, between 0 and 0.003 (which corresponds to a relative speed of up to 4.5 m/sec between the transmitter and receiver for $c = 1500$ m/sec). Given $\mu$, we synthetically interpollate the chirp signals, add an additive Gaussian noise such that the SNR level is 15 dB, and shift it to the baseband frequency while downsampling to rate of $F_{\text{Bin}}$ Hz. For the Up-Down and Gap-Measured methods we estimate the arrival time by finding the location where the MF output reaches its maximum. For the MF-Bank method, we use a bank of MF with trial Doppler shift resolution which is half of the simulated one. Here, Doppler shift is evaluated by finding the branch number of the MF bank which yields the largest MF output.

We start by comparing the resilience of chirp signals to Doppler shift. In Figure 2, we show the ratio of the maximum output of the MF for the baseband Doppler-induced chirp signals with $k = 3, 4, 10$ over that of $k = 2$ as a function of $\mu$ (recall for LFM $k = 2$ and for QFM $k = 3$). Note that results are averaged over the random additive noise. We observe a substantial gain of high order chirp signals over the LFM chirp. We also observe that this gain is not linear. The results show that, on average, resilience to Doppler shift increases with $k$. However, as noted in Section 4.4, at a cost of resilience to low SNR level and high peak-to-average ratio of the transmitted signals. Since the considered benchmark methods use the LFM chirp signal, in the following we compare estimation results using only an LFM chirp. We note that similar results were obtained using the QFM chirp.

Next, we consider the required sampling resolution to differentiate between two Doppler shift ratios. In Figure 3, we show $F_{\text{min}}^{\text{Up-Down}}$ from (22) and $F_{\text{min}}^{\text{Gap-Measure}}$ from (10) as a function of $\Delta \mu$. We observe that in all cases $F_{\text{min}}^{\text{Up-Down}} < F_{\text{min}}^{\text{Gap-Measure}}$. Hence, using our method, complexity decreases. As we show next, this affects accuracy of the Gap-Measured method at low baseband sampling frequencies.

In Figure 4, we compare the three Doppler shift estimation methods in terms of the error $\rho_e$ from (29). Results are averaged over the random additive noise and are given as a function of $\mu$ and the baseband sampling frequency, $F_{\text{Bin}} > F_{\text{min}}^{\text{Up-Down}}$. First, we observe that in all methods error increases with $\mu$. This is due to the distortion of the received signals which increases with $\mu$ and affects detection accuracy at the output of the MF. Second, comparing accuracy level for different $F_{\text{Bin}}$ values we observe that, as expected, for the MF-Bank method, accuracy is not affected, while for the Up-Down and Gap-Measurement methods, accuracy decreases. However, while in the Gap-Measured method accuracy rapidly decreases with $F_{\text{Bin}}$, our Up-Down method shows much better resilience to low sampling frequency. From Figure 4, we observe that due to the low
resolution of the MF-Bank method, it achieves poor performance. We note that this performance of the MF-Bank method will considerably improve at tested Doppler shift resolution equals that of the simulated one. However, at sometimes significant cost of complexity. For high sampling rate (and thus high complexity) results of the Gap-Measure method exceeds that of our Up-Down method. This is because of the saddle point approximation done in (20). However, at near-Nyquist baseband sampling rate, significant improvement is shown using our method.

6. CONCLUSIONS

In this paper, we presented a method to estimate the coarse Doppler shift for UWAC. Our method is based on the relation between the Doppler shift ratio and the Doppler-induced time shift at the arrival time of the received signal. Based on transmitting an "Up" and "Down" chirp signals, we presented a way to calculate this time shift, and developed an approximations for the above relation for UWAC, where Doppler shift affect on symbol duration is non-negligible. We derived a solution for both LFM and QFM chirp signals. This analysis provided an interesting insight showing that the QFM chirp is more resilient to Doppler shift than the LFM chirp, which is widely used for radar applications. Simulation results demonstrated the advantage of our method over benchmark Doppler estimation methods. Further work would include a similar analysis for HFM chirp signal, and an optimization of the structure of the synchronization signal in terms of resilience to Doppler shift.
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Figure 4: Average $\rho_e$ from (29) for different $F_{BB}$. 

- Average $\rho_e$ for different $F_{BB}$: Up-Down (Up-Down $F_{BB}$=100kHz), MF (MF $F_{BB}$=100kHz), Gap-Measure (Gap-Measure $F_{BB}$=100kHz).