Abstract—The operational lifetime of a wireless sensor network (WSN) for event detection is determined by the maximum time that the network is able to meet given detection requirements (DRs), i.e., the probabilities of detection and false alarm demanded by the application. In this paper, we address the problem maximizing lifetime of such WSNs through optimizing quantization and routing of event measurements. In particular, we consider the task of monitoring multiple events and reporting the observations to a sink, whereby sensor nodes adapt their data generation rate and the data flow distribution in the network for the purpose of lifetime maximization. We make use of ultra-wideband (UWB) signaling at the physical layer, which is well-suited for event-detection WSNs, because of the low-energy consumption for data transmission and relative robustness to multi-user interference. Expressing the DRs as convex constraints in the optimization variables, we present a convex-optimization framework for lifetime maximization of event detection UWB-based WSNs. Furthermore, based on the dual decomposition approach, we propose a decentralized algorithm, which makes it possible to solve the lifetime-maximization problem in a distributed manner and thus shares the computational complexity among network nodes and is robust to node failures. Their approach is based on the number of bits used at a node for representing its measurements. This enables nodes to tradeoff accuracy of the reported measurement with energy consumption for communication. Their approach is based on decoding the problem of quantization from the routing problem. Specifically, each node first minimizes a local cost function to decide on the number of bits that it will generate for detecting an event. Then a linear program is solved to obtain the optimal routes and flows of the entire network. The decoupling significantly decreases the complexity of the problem.

The algorithms proposed in [7] and [8] provide useful solutions for the energy efficiency problem under event detection requirements. In this paper we strive to improve these works by considering a more general framework as well as providing more effective techniques for maximizing the lifetime. Specifically, we consider and maximize exact network lifetime subject to DRs, compared to the optimization of lower and upper bounds on lifetime in [7] and [8]. We also improve upon [7] by considering variable generation rates and balancing them based on the sensor’s location and available energy. In addition, we overcome the well-known bottleneck node problem, i.e., fast depletion of a node with a higher amount of flow compared to other nodes, by jointly optimizing the routes for all event locations, such that the flows can be balanced among different paths to prolong lifetime. This approach is similar to methods that consider multi-commodity flows in the network [14], [15]. However, in our framework routing parameters are jointly optimized with generation rates and considering DRs. An alternative approach for optimizing the network lifetime is to reduce the number of communicated bits by the help of data aggregation, e.g. [5], [18]. In data aggregation, each sensor merges the received data from other sensors with its local measurements according to the correlation between them. Note that, however, in our problem generation rates are jointly optimized with the routing parameters and thus performing data aggregation is unnecessary. This also simplifies the structure of sensors since they are exempted from decoding, processing, and merging the received data.

For the physical layer of the WSN devices, we consider the use of impulse radio (IR) ultra-wideband (UWB) transmission for its low energy consumption and simple and cost-effective radios [19]–[22].
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I. INTRODUCTION

Wireless sensor networks (WSNs) are being considered and used in a wide range of applications such as event detection, target tracking, home automation, etc. Since the sensor nodes operate on small batteries with limited energy and it is usually impossible to provide external sources of energy, minimization of energy consumed for data communication, while still meeting the functionality requirements, is an important challenge in WSNs [1]. Preservation of energy for communication can be achieved through optimization of different parameters, such as sleep frequency [2], [3], transmission energy [4], data flows and bit rates [5], and node density (prior to node deployment) [6].

In this paper, we consider a specific class of WSNs, namely WSNs used for event detection, in which the sensor nodes observe the status of one or more events at known locations and report their observations (measurements) to a fusion center (sink) through multihop routing. At the sink, a decision about the event status is made using the received measurement results from reporting sensors. There are numerous applications for this type of WSNs, for example in radar, sonar and ultrasound surveillance systems [7], [8], for disaster monitoring and emergency response [9], habitat monitoring [10], and for patient monitoring in health-care facilities [11]. We aim at optimizing the routing of measurement data from nodes to the sink such as to maximize the operational lifetime of the WSN. Here, the operational lifetime is defined as the time from the beginning of operation of the WSN until the WSN is unable to perform its task, i.e., until given detection requirements (DRs) cannot be met anymore.

Despite many existing studies on the general lifetime problem, e.g. [2], [4], [6], [12]–[15], energy efficient routing strategies specific to event detection WSNs have not been investigated in the literature until recently [7], [8]. Yang et al. [7] consider active radar-like sensors responsible for detecting the presence of an object, and use the Neyman-Pearson hypothesis test [16], [17] to design their decision variables. They investigate minimum energy routing with guaranteed DRs (MERG), and use a Lagrangian relaxation technique to maximize a lower bound for lifetime. Li and AlRegib [8] consider the maximization of the lifetime upper-bound (MLB) as a function of the number of bits used at a node for representing its measurements. This enables nodes to tradeoff accuracy of the reported measurement with energy consumption for communication. Their approach is based on decoupling the problem of quantization from the routing problem. Specifically, each node first minimizes a local cost function to decide on the number of bits that it will generate for detecting an event. Then a linear program is solved to obtain the optimal routes and flows of the entire network. The decoupling significantly decreases the complexity of the problem.

The algorithms proposed in [7] and [8] provide useful solutions for the energy efficiency problem under event detection requirements. In this paper we strive to improve these works by considering a more general framework as well as providing more effective techniques for maximizing the lifetime. Specifically, we consider and maximize exact network lifetime subject to DRs, compared to the optimization of lower and upper bounds on lifetime in [7] and [8]. We also improve upon [7] by considering variable generation rates and balancing them based on the sensor’s location and available energy. In addition, we overcome the well-known bottleneck node problem, i.e., fast depletion of a node with a higher amount of flow compared to other nodes, by jointly optimizing the routes for all event locations, such that the flows can be balanced among different paths to prolong lifetime. This approach is similar to methods that consider multi-commodity flows in the network [14], [15]. However, in our framework routing parameters are jointly optimized with generation rates and considering DRs. An alternative approach for optimizing the network lifetime is to reduce the number of communicated bits by the help of data aggregation, e.g. [5], [18]. In data aggregation, each sensor merges the received data from other sensors with its local measurements according to the correlation between them. Note that, however, in our problem generation rates are jointly optimized with the routing parameters and thus performing data aggregation is unnecessary. This also simplifies the structure of sensors since they are exempted from decoding, processing, and merging the received data.

For the physical layer of the WSN devices, we consider the use of impulse radio (IR) ultra-wideband (UWB) transmission for its low energy consumption and simple and cost-effective radios [19]–[22].
UWB pulses are transmitted in a short duration of time, on the order of a few nanoseconds, using time hopping (TH) codes. Different nodes transmit using different TH code sequences, providing UWB with the advantage of accommodating concurrent transmissions. Moreover, interference mitigation methods [23] remove the need for exclusive transmission regions. Thus, it is not required to employ carrier sensing or other complicated medium access control protocols provided that the interference is balanced among multiple routes [24]. All of these properties make UWB radio an excellent choice for sensor networks in which energy efficiency and simplicity is highly desirable. High data rates are also achievable using UWB radio due to the large available bandwidth. In this regard, we will make use of the fact that the UWB link capacity can well be approximated as a linear function of signal to interference and noise ratio (SINR) due to the very low transmission power [25].

There are a number of related literatures on UWB based WSN for event detection. For example, in a recent work, Bai et al. [26] propose and compare the performance of different distributed detection techniques in UWB sensor networks under energy constraints. However, only the UWB physical layer is considered in this study and routing layer optimization is left unhandled. Xu et al. [27] provide some upper bounds on the operational lifetime of a general UWB sensor network, and Shi and Hou [28] investigate the UWB sensor network maximum rate feasibility problem (URFP). They solve this non-linear problem using a linearization relaxation technique and devise a heuristic for connecting the source nodes to the sink. None of these works consider the exact lifetime maximization of sensor networks for a given detection requirement.

Direct formulation of lifetime maximization commonly leads to a centralized optimization problem [13], [15]. In order to convert the centralized optimization into smaller distributed sub-problems, decomposition techniques can be used. For example, Madan and Lall [14] decompose the standard lifetime maximization problem using the dual function and Lagrange multipliers on the energy and flow constraints. In the distributed methods, nodes are required to exchange the Lagrange multipliers and local flow and lifetime parameters with their neighbors and update them iteratively until converging to the near-optimal solution. In order to make the dual function differentiable, regularization techniques are sometimes applied to the objectives. For example, [29] further changes the objective to optimize a weighted sum of lifetime and routing cost. In this paper, we apply this distributed optimization framework to the problem at hand and extend it to also take into account the DRs.

In summary, we address the problem of lifetime maximization in UWB based sensor networks for event detection. Our method jointly optimizes routes to detect multiple events, which avoids the overuse of individual sensor nodes in multiple paths known to decrease operational lifetime. Furthermore, nodes send their measurements with different precisions to the sink. For example, a node with a larger/smaller amount of remaining energy represents its measurement with larger/smaller number of bits. By considering this degree of freedom in our model, nodes can easily trade off accuracy with energy consumption, leading to an overall increase in network lifetime. The optimization problem is formulated as a convex program, and numerical results for selected network examples show that the lifetime achieved with this program are considerably increased compared to those obtained with the routing schemes proposed in [7], [8], [28]. A distributed method is also proposed as a solution that shares the computational load for optimization among sensors and only requires local communication.

The remainder of this paper is organized as follows. System model and assumptions made are described in detail in Section II. The optimization framework for UWB-based sensor network lifetime maximization is presented in Section III, and its distributed version is explained in Section IV. The performance of the proposed method is evaluated and compared by means of simulations in Section V. Finally, Section VI concludes this paper.

II. SYSTEM MODEL

We consider a multiple-event detection UWB-based sensor network, as illustrated in Figure 1. In this network, \( N \) sensors \( s_i, \) \( i = 1, \ldots, N \), should sense the \( K \) events \( e_k, k = 1, \ldots, K \), and report their measurements to the sink \( o \). The sensors \( s_i \) are placed at locations \( (x_i, y_i) \), and events \( e_k \) are expected to occur at locations \( (x_k, y_k) \). Let \( d_{ij} \) denote the Euclidean distance between \( s_i \) and \( s_j \). Each node \( s_i \) can transmit to or receive from the nodes in its communication range \( D \), i.e., its neighbors \( N_i = \{ s_j : d_{ij} \leq D \} \). Details about the sensing model are provided in Section II-A. After sensing the events, the measured data is routed to the sink via multipath routing as explained in Section II-C. Energy consumption at the nodes for data transmission and data flow in the links are determined by the UWB-specific transmission and link capacity models, as will be described in Section II-B.

A. Sensing Model

Consider the task of sensing in the network for gathering information about a possible event at a given location. Figure 2 illustrates the sensing model for an event \( e_k \) in such a network. The presence of the event \( e_k \) is indicated by the parameter \( \theta_k \), which is observed by the sensors. Let \( H_{\theta_k}^i \) and \( H_{\hat{\theta}_k}^i \), \( k = 1, \ldots, K \), indicate the presence and absence of \( e_k \), respectively. Under this model, the measured signal at sensor \( s_i \) is given by

\[
m_i^k = \left\{ \begin{array}{ll}
w_i, & H_{\theta_k}^i = 1, \ H_{\hat{\theta}_k}^i = 0, \\
\theta_k + w_i, & H_{\theta_k}^i = 0, \ H_{\hat{\theta}_k}^i = 1,
\end{array} \right.
\]

where \( w_i \) is Gaussian measurement noise with variance \( \sigma_i^2 \). We assume that the events occur at locations which are far from each
other relative to the communication range $D$. Therefore, in (1) it is implied that each sensor observes at most one event (cf. also [11], [30]). Furthermore, note that known attenuation of observations can be easily handled by the sensing model in (1). Specifically, denoting the attenuation between $s_i$ and $e_k$ by $a_i^k$, the model

$$m^k_i = a_i^k \theta_k + w^i_k$$  \hspace{1cm} (2)$$

with noise variance $\sigma^2_w$ reduces to (1) by letting $m^k_i = m^k_i/a_i^k$ and $\sigma^2 = \sigma^2_w/(a_i^k)^2$ \cite{8}, \cite{31}. We would also like to point out that (1) includes the active sensing framework of \cite{7} as a special case, where sensors should send signals to the location of $e_k$ with the sensing energy $E_s$ and measure the reflected signal. In fact, (2) can be specified to the active sensing model by applying the deterministic value $\theta_k = \sqrt{E_s}$ and setting $a_i^k = \sqrt{\beta_i k}$, where $\beta_i k$ is the path loss coefficient between $e_k$ and $s_i$. Note, however, that in the general model (1) the value of $\theta_k$ is unknown, and the sensors are required to estimate it when $e_k$ is present ($H_1^k$).

We further assume that the measurement $m^k_i$ is quantized into $b_i^k \in \{1, 2, \ldots, b_{max}\}$ bits, i.e., $s_i$ sends only $b_i^k$ bits for the measurement $m^k_i$ to the sink. The quantization interval, $M_R = [-M, M]$, with a fixed known $M > 0$ which is determined based on the effective signal range that sensors can observe \cite{8}, \cite{32}. In order to provide an unbiased estimate for $\theta_k$, we use the probabilistic quantization scheme from \cite{32}, where $M_R$ is divided into $2^M$ equal intervals of length $\Delta^k = \frac{2M}{2^M}$, and the measurement $m^k_i \leq (n+1)\Delta^k$ is mapped to its quantization $y^k_i = Q(m^k_i)$ using the probabilities

$$P(y^k_i = n\Delta^k) = 1 - \frac{m^k_i - n\Delta^k}{\Delta^k}$$

$$P(y^k_i = (n+1)\Delta^k) = 1 - P(y^k_i = n\Delta^k).$$  \hspace{1cm} (3)$$

The quantization error variance for this method is given by

$$\sigma^2_q(b_i^k) = \frac{M^2}{(2^M - 1)^2}. \hspace{1cm} (4)$$

A larger value of $b_i^k$ leads a smaller quantization error variance $\sigma^2_q(b_i^k)$ and thus provides a higher accuracy of detection, but at the cost of consuming more energy and bandwidth for transmitting more data bits to the sink. For brevity of notation, we define

$$\pi^k_i = \sigma^2 + \sigma^2_q(b_i^k) \hspace{1cm} (5)$$

as effective measurement variance and omit the explicit dependence of $\pi^k_i$ on $b_i^k$.

We assume that each sensor performs sensing at regular intervals of length $T_s$. Accordingly, we define the generation rate of node $s_i$ for event $e_k$ as

$$r_i^k = b_i^k/T_s. \hspace{1cm} (6)$$

Clearly, a node can tradeoff between accuracy and energy consumption by varying its generation rate.

As it is shown in \cite{8}, \cite{32}, the quantized measurements of $y^k_i$, $i = 1, \ldots, N$, generated by mapping (3) enable an unbiased estimation of $\theta_k$ under hypothesis $H_1^k$. The corresponding quasi-best linear unbiased estimator (Q-BLUE) of $\theta_k$ is specified as

$$\hat{\theta}_k = \left( \sum_{i=1}^N \frac{1}{\sigma^2 + \sigma^2_q(b_i^k)} \right)^{-1} \sum_{i=1}^N \frac{y^k_i}{\sigma^2 + \sigma^2_q(b_i^k)}. \hspace{1cm} (7)$$

This is essentially the same as the BLUE estimator given unquantized data, except that the quantization variance $\sigma^2_q(b_i^k)$ is added to the noise variance $\sigma^2$.

We assume that the sensing interval $T_s$ is chosen such that the value of $\theta_k$ is changing much slower than the sensing rate. Under this assumption, the filtered estimate

$$\hat{\theta}_k(\ell) = \delta \hat{\theta}_k(\ell-1) + (1-\delta) \hat{\theta}_k, \hspace{1cm} (8)$$

is used for determining the likelihood of hypothesis $H_1^k$ in the current sensing interval $\ell$, where $\hat{\theta}_k(\ell-1)$ is the estimate from the previous interval $\ell-1$ and $\delta < 1$ is a forgetting factor to account for dynamics of $\theta_k$. For brevity, we omit the interval index $\ell$ in the following and denote the updated estimate by $\hat{\theta}_k$.

Given the described estimation procedure, deciding between $H_0^k$ and $H_1^k$ is performed using the generalized log-likelihood ratio test (GLRT) \cite{17}, \cite{33}

$$L^k = \frac{\Pr(H_1^k|y_1^k, \ldots, y_N^k, \hat{\theta}_k)}{\Pr(H_0^k|y_1^k, \ldots, y_N^k)}, \hspace{1cm} (9)$$

where $L_k$ is given by

$$L^k = \log \frac{\Pr(H_1^k|y_1^k, \ldots, y_N^k, \hat{\theta}_k)}{\Pr(H_0^k|y_1^k, \ldots, y_N^k)}. \hspace{1cm} (10)$$

Here, the threshold $T_0^k$ is determined by the DRs. More details about the detection procedure will be provided in Section III.

B. Transmission Model

Transmission of quantized measurements is performed using a TH-IR-UWB physical layer. As stated earlier, TH-IR-UWB requires a very low transmission power. In addition, it is fairly robust to interference when time hopping codes are used for the transmission of UWB pulses. Based on these properties, it is shown in \cite{34} that power control is not required and each UWB node should transmit with the maximum permissible power. Motivated by this result, we assume that all sensors transmit with a fixed transmission power $P_{tx}$.

Furthermore, we make use of the low spectral efficiency property of TH-IR-UWB and approximate the link capacity as a linear function of SINR \cite{25}. That is, we express the maximum achievable rate $C_{ij}$ for transmission from $s_i$ to $s_j$ as

$$C_{ij} = \frac{W}{\ln 2} \mu_{ij}, \hspace{1cm} (11)$$

where $W$ is the bandwidth and $\mu_{ij}$ denotes the SINR for this link. The latter is given by

$$\mu_{ij} = \frac{P_{tx} \alpha_{ij}}{\sigma_j^2 + \chi \sum_{l \in N_j \setminus \{i\}} I_{ij}^L P_{iL} \alpha_{ij}}. \hspace{1cm} (12)$$

where $I_i^L$ determines if node $l$ is a potential interferer, i.e., $I_i^L = 1$ if $s_l$ is transmitting, and $I_i^L = 0$ otherwise. The parameter $\chi$ is a constant depending on the autocorrelation of the UWB pulse, and $\alpha_{ij}$ denotes the path gain between nodes $s_i$ and $s_j$. For the latter, we adopt the double-slope UWB channel model developed during IEEE 802.15.4a standardization \cite{35}, \cite{36}, according to which

$$\alpha_{ij}(d_{ij}) = \begin{cases} g - 10\gamma_1 \log_{10}(d_{ij}) d_{ij} \leq d_0, \\
\gamma_1 - 10\gamma_2 \log_{10}(\frac{d_{ij}}{d_0}) d_{ij} > d_0, \end{cases} \hspace{1cm} \text{(in dB)}, \hspace{1cm} (13)$$

where $g$ is the gain for the unit distance, $\gamma_1$ is the gain for the reference distance $d_0$, and $\gamma_1, \gamma_2$ are the path-loss exponents. The SINR term in (12) along with the path gain model (13) are used in this paper for computing the link capacities. We note, however, that other channel models could be used in our optimization framework.

The indicator terms $I_{ij}^L$ in (12) are determined by the scheduling of transmissions in the network. The joint scheduling and routing problem in UWB has been investigated in \cite{25}, \cite{28}, \cite{34}. In these studies, it is shown that finding the optimal scheduling policy to achieve a given objective, such as minimum power consumption or
maximum throughput, is in general NP-hard to solve, and different techniques for finding an approximate solution are suggested. The simpler interference-free scheduling, in which separate subbands or time slots are assigned to links that would otherwise cause interference to each other, is often assumed when lifetime maximization is done at the routing layer [7], [8], [14]. In this case, the second term in the denominator of SINR (12) would vanish and a larger capacity would be obtained, at the cost of synchronizing the nodes and providing orthogonal resources (time, frequency, etc.). Since the UWB PHY provides robustness to interference (see (12)), carefully designed interference-free scheduling is not required. However, since including the exact effect of the scheduling policy significantly increases the complexity of optimizing the routing layer [23], [28], [34], in this work we resort to consider two extreme cases. The first is the capacity lower bound \( C_{ij}^l \) assuming maximum interference according to \( I_{ij}^l = 1, \forall l \in \mathcal{N}_j \), and the second is the capacity upper bound \( C_{ij}^u \) assuming \( I_{ij}^u = 0, \forall l \in \mathcal{N}_j \) in (12). This simplification allows us (i) to provide a simplified model for lifetime optimization in UWB-based WSNs, (ii) to fairly compare the proposed framework to the existing literature which implicitly uses the scheduling with no interference (i.e., \( C_{ij}^u \)) [7], [8], and (iii) to adapt the distributed routing framework [14] to the problem at hand.

Finally, we consider dynamic channel coding [20], [22], [23]. This technique adaptively adjusts the channel code rate according to the level of interference. This allows us to express the energy consumed for the transmission of one bit from \( s_i \) to \( s_j \) as

\[
E_{ij} = \frac{P_{tx}}{C_{ij}}. \tag{14}
\]

### C. Routing

Let \( f_{ij}^k \) be the data flow from \( s_i \) to \( s_j \) for event \( e_k \). Then, the flow conservation constraints are given by

\[
r_i^k + \sum_{j \in \mathcal{N}_i} r_{ij}^k - \sum_{j \in \mathcal{N}_i} f_{ij}^k = 0, \quad \forall i, k. \tag{15}
\]

Since all the flow is absorbed by the sink, the flow conservation is valid for the sink node by defining

\[
r_s^k = -\sum_{i=1}^N r_i^k, \tag{16}
\]

and noting that \( f_{os}^k = 0, \forall i, k \).

It is worth mentioning that the fraction of time taken for the transmission of each flow is \( f_{ij}^k/C_{ij} \). Thus, a feasible scheduling can be obtained for the high interference case if

\[
\sum_i \sum_j \sum_k f_{ij}^k/C_{ij} \leq T_s. \tag{17}
\]

This is also a sufficient condition for the existence of a feasible schedule in the interference-free with the capacity upper bound \( C_{ij}^u \).

### D. The Optimization Procedure

Based on the sensing, transmission, scheduling, and routing models explained above, a centralized and a distributed optimization of sensor rates \( r_i^k \) and flows \( f_{ij}^k \) are devised in the next two sections. Figure 3 shows a flowchart of the proposed centralized and distributed algorithms. As can be seen, in both methods the sink performs the GLRT to decide for \( H_0^k \) or \( H_1^k \), and updates the estimate for \( \theta_k \) if the event \( e_k \) is deemed present. In the centralized scheme, the sink also optimizes all routing variables and generation rates. Since the optimization of these parameters depends on the estimate \( \hat{\theta}_k \) of \( \theta_k \), as will be explained in Section III, the sink needs to repeat the optimization whenever the current estimate is notably different from the estimate used previously for optimization. Since we assume that \( \theta_k \) is changing slowly compared to \( T_s \), the optimization by the sink is performed infrequently. Furthermore, since no a priori model for the dynamics of \( \theta_k \) is assumed to be known, the optimization by the sink needs to be performed in a myopic fashion. The routing and generation rate optimizations in the distributed scheme are performed locally in each sensor, and the optimized local variables only need to be exchanged among the neighboring nodes. However, the sink needs to broadcast the estimates \( \hat{\theta}_k \) in the network when notable changes of these estimates occur.

In the next section, we present the centralized UWB maximum lifetime for joint event-detection (UMLJE) algorithm. Its distributed version, referred to as D-UMLJE, is developed in Section IV.

### III. UWB Maximum Lifetime for Joint Event Detection (UMLJE)

In UMLJE, the sink determines the generation rates and routing flows such that network lifetime is maximized and the DRs are satisfied. In this section, we first make the implementation of the GLRT from (10) explicit. Then we formalize the DRs as functions of generation rates and map them to equivalent convex constraints. Using these constraints, we devise a convex program for the lifetime maximization problem. For the derivation of the GLRT and DRs we closely follow [7], but we note that [7] did not consider quantization of measurements at sensor nodes.

#### A. Closed-form Expression for the GLRT

In order to obtain a closed-form expression for the GLRT, we approximate \( y_k \) as a Gaussian distributed random variable with variance \( \pi_k \) and mean 0, if \( H_0^k \) and mean \( \theta_k \), if \( H_1^k \), where \( \theta_k \) is the current estimation for \( \theta_k \) given by (8). Then, according to the sensing model from Section II-A, the generalized likelihood ratio \( L_k \) in (10) can be approximated as

\[
L_k = \sum_{i=1}^N \frac{1}{2\pi_k} \left( 2\theta_k y_k^i - \theta_k^i \right). \tag{18}
\]
Therefore, the hypothesis test (9) follows as
\[
\sum_{i=1}^{N} \frac{\hat{H}_i}{N} \frac{H^k}{H_0} T_0 + \sum_{i=1}^{N} \frac{\hat{\theta}_i^2}{2\pi i^2}.
\]
It is convenient to make the following definitions:
\[
\psi^k = \sum_{i=1}^{N} \psi_i^k,
\]
\[
h^k = \sum_{i=1}^{N} \frac{\hat{\theta}_i y_i^k}{\pi i^2},
\]
\[
T_1^k = T_0 + \frac{1}{2} \sum_{i=1}^{N} \psi_i^k.
\]
Then, the GLRT (19) can be expressed in the compact form
\[
h^k \frac{H^k}{H_0} \geq T_1^k.
\]

B. Detection Requirements

The DRs for event-detection applications are given in terms of the probability of detection
\[
p_{d}^k = \Pr(L > T_0^k | H^k),
\]
if event \(e_k\) is present (hypothesis \(H^k\)) and the probability of false alarm
\[
p_{fa}^k = \Pr(L > T_0^k | H_0^k),
\]
if \(e_k\) is absent (hypothesis \(H_0^k\)). Specifically, we focus on the Neyman-Pearson detection model [7], [16], where \(p_{fa}^k = \nu^k\) and \(p_{d}^k \geq \eta^k\) should be satisfied for some thresholds \(\nu^k\) and \(\eta^k\). That is, the threshold \(T_0^k\) in (9) is obtained by solving \(p_{fa}^k = \nu^k\) [17]. In the following, we elaborate on this relationship, which also relates the DR parameters \(\nu^k\) and \(\eta^k\) to the sensor generation rates \(r^k\).

The random variable \(h^k\) defined in (22) has the variance \(\psi^k\), and zero mean, if \(H_0^k\), and mean \(\frac{\psi^k}{\pi i^2}\), if \(H^k\). Since \(\hat{\theta}_i\) approximates \(\theta_i\), we assume that \(E(h^k | H^k) \approx \psi^k\). Denoting by \(\varphi\) the cumulative distribution function (cdf) of the “standard” \(h^k\), i.e., when its mean and variance are adjusted to 0 and 1, respectively, and using (24) in (26), the false alarm probability can be expressed as
\[
p_{fa}^k = 1 - \varphi\left(\frac{T_0^k + \frac{1}{2} \psi^k}{\sqrt{\psi^k}}\right).
\]

This implies that in order to meet the DR constraints, the following condition should be satisfied:
\[
\psi^k \geq \xi^k \geq \left(\varphi^{-1}\left(1 - \nu^k\right) - \varphi^{-1}\left(1 - \eta^k\right)\right)^2,
\]
where the use of \(\varphi^{-1}\) results in an achieved detection probability which is never smaller than \(\eta^k\). The expression in (30), through (20), (21), (5), and (6), links the generation rates \(r^k\) to the DRs.

Finally, we show that for any given \(\xi^k\), the expression in (30) can also be written as an equivalent constraint.

Proposition 1: Define
\[
\rho^k = \left(\sum_{i=1}^{N} \frac{1}{i^2}\right)^{-1}, \quad \zeta^k = \frac{\hat{\theta}_i^2}{\xi_k^2}.
\]

Then, the DR constraint in (30) can be equivalently written as
\[
\rho^k \leq \zeta^k.
\]

Proof: Introducing the definitions (20), (21), and (31) into the inequality (30), we obtain
\[
\rho^k = \left(\sum_{i=1}^{N} \frac{1}{i^2}\right)^{-1} = \left(\sum_{i=1}^{N} \frac{\psi_i^k}{\hat{\theta}_i^2}\right)^{-1} = \frac{\hat{\theta}_i^2}{\xi_k^2} \leq \zeta^k.
\]

Proposition 1 states that the constraints (30) and (32) can be equivalently used to account for the DRs. Note that any value of \(\zeta^k\) can be mapped to specific DRs at a given event signal-to-noise ratio (SNR), i.e., \(\theta_i^2/\sigma_i^2\). As the DRs become stricter, \(\zeta^k\) becomes smaller and hence sensors need to generate more bits per measurement in order to reduce \(\rho^k\) and satisfy (32).

While constraints (30) and (32) can be used interchangeably, it turns out that unlike (30), the expression (32) leads to a convex formulation of the DRs in the generation rates [37]. This can be verified by computing the Hessian matrix of \(\rho^k\) with respect to variables \(r_i^k\) and noting that it is positive definite for \(r_i^k \geq \kappa_0\), where \(\kappa_0 > 0\) is a small threshold. It is also worth mentioning that \(\rho^k\) represents an upper bound on the mean square error (MSE) of the Q-BLUE estimation in (7) [8], [32].

C. Operational Lifetime

We are interested in finding the maximum time during which the network is able to detect given events with the required detection probabilities, which we define as the operational lifetime of the network.

Let \(t_i\) denote the operational lifetime of node \(s_i\), during which it is able to perform sensing and routing for the events before its energy \(E_i\) is depleted. We can express \(t_i\) as
\[
t_i = \frac{E_i}{\sum_k \left(I_{1k}^s \frac{F_{1k}}{\varphi_i} + \sum_j I_{jk}^s F_{1k} + \sum_j I_{jk} (E_{sp} + E_{st})\right)},
\]
where \(E_{si}, E_{sx}\), and \(E_{sp}\) is the energy consumed for sensing, receiving a bit, and processing a bit, respectively. In (33), \(I_{1k}^s = 1\) only if \(s_i\) performs sensing for the event \(e_k\), and the terms in the denominator correspond to the energy consumed for sensing, receiving, and transmitting data, respectively, in each sensing interval. The operational lifetime of the network \(T\) is then defined as the minimum lifetime among the nodes:
\[
T = \min_i t_i.
\]
Defining the inverse of the lifetime, \( q = \frac{1}{\tau} \), lifetime maximization can be written as the following optimization problem:

\[
\min_{q, r_i^k, f_{ij}^k} q \quad \text{subject to} \quad r_i^k + \sum_j f_{ji}^k - \sum_j f_{ij}^k = 0, \forall i, k
\]

\[
\sum_k \left( I_{ik} E_{k}^{s} + \sum_j f_{ji}^k E_{rx}^s + \sum_j f_{ij}^k (E_p^s + E_{tx}) \right) \leq qE_i, \forall i, k
\]

\[
\left( \sum_{i=1}^N \frac{1}{\sigma^2 + \frac{1}{M^2(2^{\sigma^2} - 1)^2}} \right)^{-1} \hat{\theta}_k \leq qE_i, \forall k
\]

\[
0 \leq r_i^k \leq \frac{b_{\text{max}}}{T_s}, \forall i, k
\]

\[
0 \leq q_i, \forall i
\]

\[
0 \leq f_{ij}^k, \forall i, j, k.
\]

In (35), the constraint (35b) ensures flow conservation, and the constraint (35c) gives the local energy consumption in the nodes based on (33). Note that in each node, the total energy consumption for detecting, sensing, and reporting of all events is jointly considered. Since this constraint also considers the total flow for multiple events, the optimal solution will efficiently avoid the bottleneck situations which would occur if single event detection methods like [7], [8] were applied. Consequently, the optimal solution will balance the energy consumption for sensing and communicating among the UWB-enabled sensors to achieve the highest operational lifetime. In addition, the DR constraint (35d) ensures that the DRs in (30) are satisfied as well. Numerical evidence and quantitative results of these properties are provided in Section V, specifically, in Figures 4, 6, and 8. Finally, the last three constraints give the range of variables. While (35d) is written in terms of optimization variables, for brevity, we will use the compact form (32) in the following.

Furthermore, note that in the optimization (35), we consider continuous variables \( r_i^k \). From the solution, we obtain \( r_i^k \) by rounding to the nearest integer. Consequently, all the constraints except (35d) are linear and simple to handle for optimization routines. These constraints are also typically considered in existing lifetime maximization frameworks such as [13], [14]. Moreover, the DR constraint (35d), which is unique to our problem, is also convex in the variables \( r_i^k \). Hence, (35) is a convex optimization problem and can efficiently be solved by standard methods. Since the DR constraint (35d) depends on the value of \( \theta_k \), a new optimization should be performed by the sink if these parameters have notably changed over time.

IV. EXTENSION TO DISTRIBUTED OPTIMIZATION

In this section, we devise a distributed version of UMLJE, which we refer to as D-UMLJE. To this end, we apply a dual decomposition method similar to the one from [14] and [38], which decomposes problem (35) into local subproblems by means of Lagrangian relaxation. These problems are solved by exchanging Lagrange multipliers between nodes and updating the variables based on the subgradient method. This process is continued until the variables converge to their global optimal point, i.e., when the subgradient method is unable to improve the current values of the local variables.

A. DISTRIBUTED UMLJE (D-UMLJE)

To explain this in more detail, we start with the regularized objective

\[
J_{\text{reg}} = q^2 + \epsilon \sum_{i,j,k} (f_{ij}^k)^2,
\]

where \( \epsilon \) is the regularization weight. Note that the all terms in the objective function are differentiable. The Lagrangian relaxation can then be used to obtain the following regularized decomposition of the original problem in (35):

\[
\min_{q, r_i^k, f_{ij}^k} q^2 + \epsilon \sum_{i,j,k} (f_{ij}^k)^2 + \sum_{k=1}^K \lambda_k^h (r_i^k - \zeta_k) + \sum_{i} \lambda_i^s (\sum_k I_{ik} E_{k}^{s} + \sum_j f_{ji}^k E_{rx}^s + \sum_j f_{ij}^k (E_p + E_{tx})) - qE_i
\]

subject to

\[
0 \leq r_i^k \leq \frac{b_{\text{max}}}{T_s}, \forall i, k
\]

\[
0 \leq q_i, \forall i
\]

\[
0 \leq f_{ij}^k, \forall i, j, k
\]

where Lagrange multipliers \( \lambda_i^s, \tau_i, \) and \( \omega^k \) correspond to constraints (35b), (35c), and (35d) of the original problem, respectively. Problem (37) is analogous to the distributed problem in [14, Sec. IV.C], but here the variables \( \omega^k \) enable us to account for the DR constraints. Note that the objective (37a) is locally separable over flow variables \( f_{ij}^k \). In other words, nodes can optimize the flow variables by exchanging the Lagrange multipliers \( \lambda_i^s \) and \( \tau_i \) only between their neighbors. However, this fact does not hold for the variables \( q_i \) and \( \rho_i^k \), and the Lagrange multipliers \( \omega^k \). Hence, problem (37) is a partially separable distributed optimization [14]. In order to map (37) to its fully distributed equivalent, we need to define local variables \( q_i \) and \( \rho_i^k \) and solve the following optimization:

\[
\min_{q_i, r_i^k, f_{ij}^k} \sum_i q_i^2 + \epsilon \sum_{i,j,k} (f_{ij}^k)^2 + \sum_{k=1}^K \omega^k (\rho_i^k - \zeta_k)
\]

\[
+ \sum_i \lambda_i^s (\sum_k I_{ik} E_{k}^{s} + \sum_j f_{ji}^k E_{rx}^s + \sum_j f_{ij}^k (E_p + E_{tx}))
\]

\[
- q_i E_i
\]

subject to

\[
0 \leq r_i^k \leq \frac{b_{\text{max}}}{T_s}, \forall i, k
\]

\[
0 \leq q_i, \forall i
\]

\[
0 \leq f_{ij}^k, \forall i, j, k
\]

where the objective is summed over the newly-defined local variables, and the last two terms in the objective are inserted in order to force the local variables \( q_i \) and \( \rho_i^k \) to be equal to their global value. After this modification, every single term in the objective (38a) is separable over all variables \( q_i, r_i^k, f_{ij}^k \) and Lagrange multipliers \( \lambda_i^s, \tau_i, \omega^k, \lambda_{ij}, \tau_{ij}^k \). However, note that the value of \( \zeta_k \), which is independent of local variables, needs to be broadcasted to all nodes whenever a significant change in \( \theta_k \) is observed, and therefore D-UMLJE is not...
fully distributed in the strict sense. But since D-UMLJE is distributed as far as the solution of the optimization problem is concerned, we refer to D-UMLJE as a distributed solution similar to [14].

The distributed problem (38) is solved using the subgradient method. At each iteration, the sensor $s_i$ solves the localized part of (38) with only the terms involving its own variables using the current values of Lagrangian multipliers obtained from the previous iteration. Mathematically, at iteration $\ell$

$$q_i(\ell) = \arg\min_{0 \leq q \leq Q} \left( q_i^2 - q_i \left( E_i \tau_i + \sum_{j \in N_i} (\Lambda_{ij} - \Lambda_{ji}) \right) \right), \quad \forall i,$$

$$f_{ij}(\ell) = \arg\min_{0 \leq f_{ij}} \left( f_{ij}^2 + \sum_{k=1}^K \left( (\Lambda_{ij} - \Lambda_{ji})^2 \right) \right) + \tau_i \left( E_{ip} + E_{ix} + \tau_q E_{rx} \right), \quad \forall i, j \in N_i,$$

$$r_{ij}^k(\ell) = \arg\min_{0 \leq r_{ij}} \left( \rho_{ij}^k \left( \omega_{ij}^k + \sum_{j \in N_i} \left( \Upsilon_{ij}^k - \Upsilon_{ji}^k \right) \right) \right) - \tau_{ij}^k \Lambda_{ij}, \quad \forall i, k,$$

where $Q$ is a loose upper bound for $q_i$, and all the terms in right hand side are from iteration $\ell - 1$. Also, according to the definition of $\rho_{ij}^k$ in (31), the values of $\rho_{ij}^k(\ell)$ are updated as

$$\rho_{ij}^k(\ell) = \left( 1 + \frac{1}{\tau_{ij}^k \Lambda_{ij}} \right) \left( \rho_{ij}^k(\ell - 1) - \frac{1}{\tau_{ij}^k \Lambda_{ij}} \right),$$

where $\tau_{ij}^k(\ell)$ and $\Lambda_{ij}(\ell)$ are the variances corresponding to $r_{ij}^k(\ell - 1)$ and $r_{ij}^k(\ell)$ defined in (5). We observe that optimization over $q_i$, $f_{ij}(\ell)$, and $r_{ij}^k(\ell)$ takes place separately. In addition, the optimization for $q_i$ and $f_{ij}(\ell)$ are in the form of a quadratic functions, for which closed-form solutions exist.

Finally, the update rules for Lagrange multipliers based on the subgradient method are given by

$$\omega_{ij}^k(\ell) = \left( \omega_{ij}^k(\ell - 1) + u(\ell - 1) \left( \delta - \rho_{ij}^k \right) \right)_+,$$

$$\Lambda_{ij}(\ell) = \Lambda_{ij}(\ell - 1) + u(\ell - 1) \left( \frac{q_i E_i}{\pi_i} \sum_{k=1}^K f_{ij}^k - \frac{1}{\tau_{ij}^k \Lambda_{ij}} \right),$$

$$\tau_{ij}(\ell) = \left( \tau_{ij}(\ell - 1) + u(\ell - 1) \left( q_i E_i - \sum_{k=1}^K \frac{f_{ij}^k E_{ip}}{\tau_{ij}^k} \right) \right)_+,$$

$$\Upsilon_{ij}^k(\ell) = \Upsilon_{ij}^k(\ell - 1) + u(\ell - 1) \left( \rho_{ij}^k - \rho_{ij}^k \right)_+,$$

where $u(\ell)$ is a decreasing function of $\ell$, and $(.)_+$ maps the negative values to 0 [14], [39]. Note that the Lagrange multipliers are updated using the results of optimizations in (39) at the same iteration. The convergence of the above-mentioned subgradient method to the optimal solution of the problem (38) can be shown using the same arguments as [14]. Furthermore, strong duality holds between the UMLJE (35) and the un-regularized D-UMLJE (i.e., (38) with $\epsilon = 0$). Hence, choosing a small regularization weight $\epsilon$ allows us to closely approximate the optimal solution of the UMLJE. (See [14, Sections IV and V] and references therein for further details.)

B. Discussion

1) Overhead Comparison: As stated earlier, both UMLJE and D-UMLJE schemes incur signalling overhead for exchanging the information with the sink or their neighboring nodes. The major overhead in UMLJE comes from the initial collection of SINR values in the sink. Also, the optimized data need to be sent by the sink to each node. Hence, we have $O(\Gamma)$ two-way transmissions between nodes and sink per node, where $\Gamma$ is the average network depth, i.e., the average number of hops that a node needs for connecting to the sink. On the other hand, D-UMLJE only requires $O(E)$ communications per node per iteration for exchanging optimization variables, where $E$ is the average number of neighbors of a node in the network. For a fixed density, $\Gamma$ grows with network size $N$, but $E$ is independent of $N$, which renders D-UMLJE scalable with regards to message exchange for optimization, and thus better suited than UMLJE for larger networks. However, denser topologies would lead to an increased packet exchange between neighbors for local optimization in D-UMLJE. Finally, as mentioned above, $K$ variables $\zeta_k$ in D-UMLJE and the optimization results in UMLJE need to be broadcasted by the sink.

With regards to computational complexity, the problem (35) is more computationally-involved than each round of the distributed optimizations (39)-(41). Specifically, solving the convex optimization (35) in a centralized manner has a computational complexity of $O(N^3)$, while the complexity of each distributed update iteration is $O(1)$ at every node. Our simulations indicate that the number of iterations needed for D-UMLJE to converge is typically $O(N)$. Hence, unless the sink has considerably more computational resources than the other sensor nodes, D-UMLJE is preferable in terms of complexity.

2) Dynamics of $\theta^k$: If no prior knowledge is available, $\hat{\theta}^k$ can be initialized arbitrarily. (For the numerical results reported in the next section, we initialize it as 0). Through the choice of the forgetting factor $\delta$, we can trade-off speed of convergence towards the true value $\theta^k$ and steady-state accuracy of the estimate. However, an uninformed initialization of $\hat{\theta}^k$ is only needed at a first acquisition, then this parameter can be tracked. This also means that $\delta$ could be chosen smaller during acquisition, and then larger in the tracking phase. Since updates of the estimate of $\theta^k$ also lead to broadcasts from the sink for updating $\zeta^k$ in D-UMLJE and of optimization results in UMLJE, there is a tradeoff between tracking accuracy of $\theta^k$ and energy consumption for communicating parameter updates.

V. Performance Evaluation

In this section, we examine the performance of the proposed UMLJE and D-UMLJE approaches and compare them with previously proposed maximum lifetime and event detection methods, namely, MERG [7, Alg. 2], MLB [8], and URFP [28, Figure 2]. Recall that MERG finds the minimum energy routes that satisfy the DRs. The best route is obtained by maximizing a lower bound for lifetime. URFP connects the source nodes to the sink through the links with the highest data rates. Finally, MLB tries to maximize an upper bound for lifetime by decoupling the quantization and routing problems. Since the decoupled routing problem in MLB is identical to the routing problem in URFP, MLB and URFP use the same set of routes. We also note that for URFP and MERG, there is no notion of quantization bits $b_{ik}$, and we equally divide the required bits between the nodes in the sensing range of an event. In the simulations, we always apply the interference-free scheduling to MERG, MLB and URFP.

Table I summarizes the parameters used for the simulations. For the UWB channel model, the non-line-of-sight (NLOS) indoor office environment is assumed [36]. The energy consumption parameters are chosen according to a typical UWB device [20], [40]. In the simulations, the number of nodes varies from $N = 10$ to $N = 50$ for detecting $K = 2$ events. Unless otherwise specified, all sensors are assumed to experience the same noise variance, and the default...
TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_1$</td>
<td>2.0</td>
<td>$\gamma_2$</td>
<td>3.07</td>
</tr>
<tr>
<td>$d_0$</td>
<td>4 m</td>
<td>$g$</td>
<td>$-60$ dB</td>
</tr>
<tr>
<td>$G$</td>
<td>1</td>
<td>$D$</td>
<td>12 m</td>
</tr>
<tr>
<td>$P_{tx}$</td>
<td>$-14.3$ dBm</td>
<td>$T_s$</td>
<td>1 Sec.</td>
</tr>
<tr>
<td>$E_{rx}$</td>
<td>2.5 nJ/bit</td>
<td>$E_p$</td>
<td>10 pJ/bit</td>
</tr>
<tr>
<td>$E_{i}$</td>
<td>10 J</td>
<td>$E_s$</td>
<td>10 nJ</td>
</tr>
<tr>
<td>$W$</td>
<td>1.0 GHz</td>
<td>$\sigma_i^2$</td>
<td>$-84$ dBm</td>
</tr>
<tr>
<td>$K$</td>
<td>2 - 5</td>
<td>$N$</td>
<td>10 - 50</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.9</td>
<td>$\chi$</td>
<td>0.08</td>
</tr>
<tr>
<td>Simulation runs</td>
<td>100</td>
<td>$b_{max}$</td>
<td>12 bits</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\max{0,1,\exp(-\frac{\nu^k}{\delta})}$</td>
<td>$u(\ell)$</td>
<td>$\max{0.01, \frac{\eta^k}{\delta} }$</td>
</tr>
<tr>
<td>$\frac{M^2}{\sigma^2}$</td>
<td>50.0 dB</td>
<td>$\frac{\eta^k}{\delta}$</td>
<td>37.0 dB</td>
</tr>
</tbody>
</table>

Detection requirements are set to $\eta^k = 0.90$ and $\nu^k = 0.10$. We assume that the parameters $\theta_k$ remain constant with an SNR of $\frac{\eta^k}{\delta} = 37.0$ dB $\forall i, k$, and are perfectly estimated, i.e., $\hat{\theta}_k = \theta_k$, $k = 1, \ldots, K$.

A. A Sample Scenario

We first consider an example with $N = 25$ nodes and $K = 2$ events shown in Figure 4. In this figure, sensor nodes are represented by circles, and the events, which are located at the right corners, are identified by the squares. The sink is located at the lower left corner. For this example, we apply the interference-free scheduling with detection requirements of $\eta^k = 0.97$, $\nu^k = 0.03$. The set of routes found by URFP, MERG, and the proposed UMLJE are shown in Figures 4(a), 4(b), and 4(c), respectively. As stated previously, URFP routes also represent the MLB routes. The numbers in the brackets in Figure 4 show the number of quantization bits $b_i^k$ at each node and the numbers in the parentheses show the amount of flow in the link for each event. Each line’s thickness is proportional to the amount of flow on the corresponding link. In Figure 4(c), arrows are used for indicating the direction of flows in the network.

As can be seen from Figure 4(c), the total flow for jointly detecting $e_1$ and $e_2$ is completely distributed between the nodes in the network core, i.e., the nodes in the transmission range of the sink. Specifically, in UMLJE there are 4 nodes that transmit to the sink, while in Figures 4(a) and 4(b) only 1 node transmits to the sink. The balance of flows in the network core causes this nodes to run out of energy almost at the same time, and thus avoids the bottleneck problem.

Note that, following the arrows in Figure 4(c), it can be observed that UMLJE directs a fare proportion of flow generated from $e_1$ downwards, in order to balance the flow between the three core nodes that carry traffic from this part of the network. Note that in UMLJE, the number of quantization bits for estimating an event may vary among sensors. This is because UMLJE jointly optimizes the quantization and routing problems, hence quantization bits are adjusted according to the optimal routes. On the other hand, MLB decouples the quantization problem and thus the quantization bit assignments are independent of the routes. Since the network is homogeneous, i.e., noise variances are the same, MLB assigns the same number of quantization bits to different sensors.

B. Performance Comparison

Figure 5 compares the maximum lifetime obtained from UMLJE and D-UMLJE with $K = 2$ events when the number of nodes vary from 10 to 20 under the interference-free scheduling $C^U$. In D-UMLJE, a node stops its local updates if for all variables the difference between the updated and previous value is less than 0.1% in ten consecutive iterations. This stopping criterion could be relaxed for an earlier stop, and to tradeoff complexity and energy consumption for optimization with performance and lifetime for event detection. As can be seen, the optimal value of D-UMLJE is very close to that for UMLJE. This fact is expected due to the strong duality between UMLJE and un-regularized D-UMLJE [14]. The small gap is due to the regularization weight. Hence, we provide a powerful lifetime maximization solution that can be implemented in a distributed manner.

For network sizes of 10 to 50 nodes, we compare the performance of D-UMLJE with URFP (also MLB) and MERG in Figure 6. In this figure, the lifetime of D-UMLJE with both lower and upper bounds of link capacities ($C^L, C^U$) are shown. We observe from Figure 6 that the lifetime obtained using D-UMLJE is significantly improved by increasing the number of nodes and thus node density, since in a network with larger number of nodes, the optimization is able to find more paths towards the sink and balance energy consumption among them. On the other hand, MERG fails to grab this opportunity, since after satisfying the DRs, MERG always chooses a minimum energy route regardless of its load, which is clearly not a lifetime-optimal approach in the presence of multiple events. Although the lifetime in URFP (also MLB) is slightly improved by increasing $N$ from 10 to 50, the overall lifetime is significantly lower than that for D-UMLJE due to the fact that URFP sacrifices the lifetime by finding the routes with higher capacities. This also shows the disadvantage of MLB, which tries to maximize a loose upper bound on lifetime based on the MSE requirements.

It can also be seen from Figure 6 that the lifetime of the proposed...
method with interference-free scheduling (C_d^k) is larger than that for maximum interference scenario (C_k^k), since in the latter the consumed transmission energy per bit is higher.

Figure 7 compares the lifetime of D-UMLJE, URFP (also MLB), and MERG for different DRs ζ^k in a network with N = 25 nodes and K = 2 events under interference-free scheduling. Note that, as explained in Section III-B, any value of ζ^k can be mapped to a specific DR at a given event SNR based on (31). These corresponding values for each ζ^k are also shown in this figure. Note that a larger ζ^k corresponds to a looser DR and hence a smaller generation rate. Therefore, lifetime increases as ζ^k increases. As can be further seen from Figure 7, for a given DR, the lifetimes of URFP, MLB, and MERG are significantly lower than that for D-UMLJE. This shows that D-UMLJE is able to find the best routing and quantization strategy for the given DR.

Figure 8 shows the detection rate achieved in a network. The detection rate should ideally match to the desired η^k assigned in the optimization, but because of the quantization of observation variables, it deviates from its ideal value. As can be seen in Figure 8, the achieved detection rate is never smaller than the assigned value of η^k and is very close to η^k for higher values, because more bits are used for reporting an event, and thus the Gaussian approximation is tighter.

In this section, we present some simulation results to illustrate the convergence properties of D-UMLJE. Considering network of sizes of N = 10, 25, and 50, and K = 2 events, we plot the variables q_i and ρ_i^k, normalized to their final values, as a function of the iteration number in Figure 9. Figure 9(a) shows the evolution of q_i for two selected sensors for each network size, and Figure 9(b) provides plots of ρ_i^k for one selected sensor for each network size. As can be seen, ρ_i^k generally converges faster than q_i. In particular, after about 100 iterations, the values for ρ_i^k are practically converged to their final value, regardless of the network size. This is because the variables ρ_i^k are only updated by the nodes in the sensing range of e_k, and thus there is no scalability issue with regards to network size N. Compared to this, the convergence of q_i requires a larger number of iterations and the convergence time increases with network size. Balancing the network traffic by adjusting the local variables q_i through local message passing eventually involves an information exchange throughout the entire network.

Figure 9(c) shows the convergence of the dual value (38a) normalized to its optimal for three scenarios of network sizes of N = 10, 25, and 50. As can be seen, the convergence is fairly fast, i.e. nodes can find a solution close to the optimal one after few iterations. As expected, more number of iterations is needed for convergence in larger networks.
Fig. 9. Convergence of (a) $q_i$, (b) $\rho^k_i$, and (c) value of dual function in sample networks of sizes $N = 10, 25, 50$, and with $K = 2$. The values are normalized to their optimal value.

VI. CONCLUSIONS

In this paper, we have investigated the optimization of operational lifetime in event detection sensor networks using UWB communication. The specific sensor network task considered assumed sensing events with known locations under given detection requirements. We have assumed UWB signal properties and a simple MAC layer (no power control, random access), and we have considered variable generation bit rates at the sensors, which made it possible to tradeoff detection accuracy with energy consumption for transmission. Given this setup, we have formulated a convex optimization problem, which can be solved using standard methods at a central node, preferably the network sink. Moreover, we have provided a distributed method, which shares the computational load among the network nodes and requires mostly local communication among neighboring nodes. Numerical results show that our UWB-based maximum-lifetime joint event detection (UMLJE) approach and its distributed version are able to efficiently find the routes for maximum operational lifetime and achieve significant performance gains over previously proposed methods.
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