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Abstract—The IEEE 802.16 wireless metropolitan area network (WMAN) standard is a promising and cost-effective, last-mile wireless technology for the provision of broadband Internet access to end users. In this paper, we present an accurate analytical model that describes the contention-based bandwidth (BW) request scheme of the 802.16 standard, which is also known as WiMAX, for the persistent and nonpersistent request generation cases. We first model the contention procedure with a Markov chain, taking into account the exponential back-off procedure as well as the waiting time for a BW assignment and the possible timeout for lost messages. The accuracy of the model is then evaluated by comparing it with simulation results for a wide range of values of the parameters involved. We use this model to accurately calculate the capacity of the contention slots in delivering BW requests, from which the average access delay is also found. These measures are used to determine a proper configuration for the efficient operation of the contention-based BW request scheme. The proposed model provides a useful analytical tool for devising adaptive configuration mechanisms for the contention access mode of the 802.16 medium access control (MAC) layer.
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I. INTRODUCTION

Following the widespread availability of wireless local area networks that provide last-mile wireless access, there was a great deal of interest for similar kinds of networks at a relatively larger geographical scale. This demand for wireless broadband services at a metropolitan or wide-area scale has resulted in collective efforts for the development of wireless metropolitan area network (WMAN) standards in recent years. The IEEE 802.16 standard (whose industry-led equivalent is also referred to as WiMAX) is the WMAN solution set forth by the IEEE in 2001 and later revised in 2004 and 2005 [2]. Low deployment cost is the main reason for the strong drive toward using WiMAX.

Since the 802.16 standard is sometimes viewed as a competitor to the other currently available broadband solutions such as DSL, cable, and WiFi (IEEE 802.11 [4]) in offering high data rates, there is a real need for evaluating its performance, in terms of efficiency and throughput. Some efforts are reported in the literature regarding the performance study of quality-of-service (QoS) scheduling in cable/wireless systems as well as with regard to the performance evaluation of the 802.16 physical (PHY)-layer mechanism. However, to the best of our knowledge, no detailed analytical model has been presented, specifically for the performance evaluation of the contention-based access scheme at the medium access control (MAC) layer in 802.16 WMANs. This access scheme is expected to be the main mode of operation for supporting the best effort (BE) class of traffic generated by most Internet applications (web surfing, FTP, etc.). It is therefore important to study the required configurations for such services in the 802.16 MAC.

The significance of the analysis presented in this paper is that it provides an insight on the roles and effects of various parameters involved in the contention-based bandwidth (BW) request mechanism of the IEEE 802.16-based access. This is particularly important since its implementation has been left up to developers and has not been preset in the standard. For example, we will show in Section IV that the length of the initial contention window and the number of allocated contention slots play important roles in determining the system utilization in contention mode. For practical WiMAX cases with a large number of stations, the choice of the number of allocated contention slots will have a significant bearing on the overall system performance.

We briefly review some related works reported in the literature. Hawa and Petr approximated the contention access scheme of the 802.16 as a slotted Aloha system [5]. However, as we will explain later, the 802.16 contention access process cannot be accurately modeled as a slotted Aloha scheme. Kim and Yeom have presented and then comprehensively evaluated three BW allocation request schemes for the 802.16 BE class through an analytical study and simulations [6]. The authors also show the extension of these schemes to non-real-time polling service (nrtPS)-class traffic. However, their study does not provide an
analytical model of the contention scheme that considers all the involved parameters, such as the contention window size and the number of contention slots per frame. Cicconetti et al. have conducted a performance study to evaluate QoS provisioning available in the 802.16 MAC layer [7]. They simulated two different scenarios to find a number of MAC performance metrics such as average delay and delay variation. Extending their work in [8], they conducted a simulation study to evaluate a number of typical QoS performance metrics such as utilization, delay, throughput, etc., in 802.16 MAC. In their simulation framework, they considered various traffic models (both data and multimedia) under almost all the scheduling classes available in 802.16 MAC. In another work, Cho et al. proposed a new MAC architecture with a BW allocation, as well as an admission control technique for better QoS support in 802.16 [9]. Based on their analytical model and simulations, it is stated that the proposed architecture can enhance QoS support and system throughput by balancing the channel utilization among a number of traffic classes. Gusak et al. carried out a comparison of two well-known scheduling schemes, namely, weighted fair queuing and weighted round robin, when used in 802.16 MAC in terms of average packet delay [10]. They also proposed an algorithm for dynamic ratio adjustment of uplink (UL) and downlink (DL) durations within a frame. Based on their simulation of a relatively large 802.16 network, with one base station (BS) and 100 subscriber stations (SSs), the authors show that their propositions can improve performance.

In another related work, Hoymann presented an analytical model for deriving some key performance measures like capacity, throughput, and delay of PHY- and MAC-layer protocols employed in 802.16 [11]. A prototype for the two 802.16 protocol layers was also implemented to validate the theoretical results. This work focused more on MAC operation overhead and did not offer an analysis of the contention BW request process. Ghosh et al. presented a simulation study to estimate the achievable MAC throughput in a WiMAX deployment under various PHY parameters such as modulation schemes and antenna configuration [12]. The authors propose a number of enhancements at the PHY layer of 802.16 that, in their opinion, will lead to higher data rates and robustness of the WiMAX systems.

Despite numerous works on analyzing and enhancing the 802.16 MAC, no detailed analysis of the 802.16 contention access scheme is provided. The objective of this work is to develop an accurate analytical model for evaluating the performance of the contention-based access mechanism in 802.16. We propose a 2-D Markov chain (MC) model for this purpose. Such a model can be used for 802.16 MAC parameter selection and configuration. We confine our analysis to the BE and non-real-time classes of traffic, for which a BW request can be sent using the contention access scheme. Such traffic classes are used for common data applications such as web surfing, FTP, telnet, etc. We use the proposed model to provide performance measures such as the efficiency and capacity of the contention period.

The paper is organized as follows. Section II describes some basic technical details of the IEEE 802.16 standard, including the MAC operation and the contention-based access mechanism. Section III presents a detailed description of the proposed analytical model followed by a discussion on model validation with the help of simulation results in Section IV. Finally, we conclude the paper in Section V.

II. IEEE 802.16 WMAN

The IEEE 802.16 standard describes the MAC and PHY layers of a WMAN. The standard specifies two modes of operation: 1) the point-to-multipoint (PMP) mode and 2) the optional mesh mode. We focus on the PMP mode, in which a BS regulates all the communication in the network and SSs are only allowed to communicate with the BS [2].

In contrast to the IEEE 802.11 standard [4], 802.16 achieves duplex operation through either frequency-division duplexing or time-division duplexing (TDD). Thus, the communication path between an SS and the BS has two directions: UL channel (from an SS to the BS) and DL channel (from the BS to an SS). Time in the UL channel is usually slotted (minislots) and shared using time-division multiple access, whereas on the DL channel, the BS uses a continuous time-division multiplexing scheme, as shown in Fig. 1. Other multiple access schemes such as orthogonal frequency-division multiple access have also been specified in later versions of the standard [2], [3]. This mode is recommended for mobile applications.

The duration of the DL or UL subframes in TDD mode is determined by the BS in a dynamic manner. Each subframe consists of a number of time slots. The UL channel is divided into a sequence of minislots to which SSs can access in a synchronized manner controlled by the BS. Each SS that needs to send data UL has to first request BW from the BS. The BS will then assign UL minislots (subject to availability and scheduling rules) to the SS in the next UL subframes. The synchronization between the BS and SSs is done through UL and DL maps (UL-MAP and DL-MAP) that are broadcast at the beginning of a DL subframe. All SSs listening to the DL frame will parse the received maps and will know in which DL time slots they should receive data from the BS and in which UL time slots they can transmit their data (see Fig. 2 and [7]).

Two modes for transmitting the BW request are defined in IEEE 802.16: 1) contention mode and 2) contention-free mode (polling). In the contention mode, SSs send BW requests during predetermined contention periods in the UL frame. Depending on the number of SSs contending, collision may happen. A collision resolution mechanism is specified in the standard to deal with such situations. In the contention-free mode, the BS assigns BW request opportunities to the stations, and SSs reply by sending BW requests. The standard also allows piggybacking BW requests on data frame transmissions for certain types
The IEEE 802.16 MAC defines four types of service and the rules for the BW request modes of each type. These services are the following: 1) unsolicited grant service (UGS); 2) real-time polling service (rtPS); 3) nrtPS; and 4) BE service. When a UGS is set up, the BS is responsible for assigning fixed-size periodic data grants to the UGS flow; the SS is not allowed to explicitly request BW for an established UGS flow. For rtPS and nrtPS, the SSs are polled through the unicast request polling; normally, rtPS flows are assigned more request opportunities and receive a more predictable service. However, nrtPS flows are banned from using any contention requests, whereas nrtPS is allowed to request BW through contention requests. Similar to nrtPS flows, the BE flows are allowed to request BW through the contention mode. However, no periodic unicast polling is done for BE services.

BW requests could be of two types: 1) incremental and 2) aggregate. With incremental requests, the station indicates how much the queue length has increased for the corresponding connection, whereas aggregate requests indicate the total length of the queue for the connection. Since aggregate-type BW requests are naturally self-correcting, the stations should periodically use this method to correct any miscalculation of the queue length (due to requests being lost) at the BS. For this reason, the standard mandates that the BW requests sent in contention modes must be of the aggregate type [2].

It must be noted that the standard does not regulate how often the BW requests are sent. This decision is implementation dependent, and there is no universal choice suitable for all situations. A simple choice could be that stations transmit BW requests as long as the backlog length of the corresponding queue (connection) is increasing. Another option is that regardless of the queue length, as long as data arrives in the queue, the stations send periodic BW requests. However, the length of the period can vary from milliseconds to seconds. Since BW requests are specific to each connection, a station may have several requests for transmission pending at any given time. The standard leaves the design of the request management entity to vendors, as there is no universal solution. For this reason, we model the request generation process with a random Poisson process.

In this paper, we study the performance of the contention mode access of the IEEE 802.16 standard; thus, we only consider the nrtPS and BE classes of service. An evaluation of the MAC performance for the deterministic modes can be found in [7]–[10].

A. Contention Access in IEEE 802.16 MAC

The MAC layer of IEEE 802.16 specifies the rules for the contention-mode BW request. A contention period is a predetermined number of minislots at the beginning of a UL subframe. The contention period is divided into an integer number of transmission opportunities (TOs) and is called an information element. Each TO can be used for transmitting only one BW request. If more than one station tries to transmit in the same TO, collision happens. Since it is not practically possible for SSs to sense the UL channel to detect a collision, the SSs can only know of the success of their BW request transmission if they receive a response in the form of a BW grant in the subsequent frames.

A station that does not receive a response to its BW request by a certain deadline (called T16, with a minimum length of 10 ms) assumes that either a collision happened or resources are not available at the BS. In either case, since the SS cannot determine the cause, it assumes that a collision happened and uses an exponential binary back-off procedure to resolve the collision.

The collision resolution and avoidance regulation of 802.16 MAC requires each SS to wait a random number of TOs before attempting a transmission in the contention period. This number is called the random back-off number and is chosen from an interval of (0, \( CW - 1 \)), in which \( CW \) is the contention window size and is initially set to the minimum or initial contention window size of \( W \). After each collision (when the response to the request is not received for T16 duration), the contention window size doubles (\( CW = 2^{i} \cdot W \) after \( i \)th collision). The doubling continues until the maximum contention window size is reached after \( m \) retransmissions (\( CW = 2^{m} \cdot W \)). The values of minimum and maximum contention window sizes can be dynamically adjusted by the BS. When a successful transmission happens or the packet is dropped due to reaching the retransmission limit, the contention window size is reset to \( W \).

The size of the contention period is determined by the BS and may be different in each frame. If the random value of the back-off counter does not reach zero within a contention period, its countdown is frozen at the end of the contention period and resumes in the next contention period.

III. ANALYTICAL MODELING OF THE CONTENTION-BASED ACCESS SCHEME

In this section, we analyze the performance of the contention access mode of 802.16 in terms of its capacity to deliver BW requests from stations to the BS. The analysis in this section is different from the classic slotted ALOHA system analysis in that we model the exponential back-off procedure for the first transmission and retransmissions and do not assume an infinite
number of stations. In addition, our analysis considers each station rather than the system as a whole on the average. For our analysis, we assume that there are $n$ stations with traffic of either type BE or type nrtPS that use contention access to request BW.

We present a 2-D MC model for the contention BW request operation. The use of the Markov model was initially inspired by a model for the IEEE 802.11 distributed coordination function [13], which was verified and used in numerous other works [14]–[16]. The model in [13] assumes an 802.11 network under saturation condition, where stations always have data to send and persist in contending to access the channel. This model was later extended for non-saturation or finite-load conditions in several other works [17]–[20]. However, the finite-load models for 802.11 or 802.11.e are not directly applicable in our modeling for the 802.16 contention access. This is due to the fact that the pattern of request generation in 802.16 MAC is generally completely different from the pattern of data arrival, whereas for 802.11 non-saturation models, these patterns are identical or directly related. In 802.16, the requests are generated based on the decisions made by a vendor-defined algorithm, whereas in 802.11, the channel access is attempted for each packet. The model presented in this paper is much more detailed than the models for 802.11 to capture the precise operation of the 802.16 MAC and incorporate its different acknowledgement timeout procedure.

In our model, we do not assume any specific algorithm for BW request generation. Instead, we assume that requests are generated at random intervals, emulating the general behavior of user-defined algorithms for request generation. In particular, we assume a Poisson process to be a good representation of the request generation pattern. Using a Poisson process is generally reasonable because requests for BW are generated for several independent connections within a station and by user-defined algorithms. It is worth emphasizing that the volume of the generated BW requests is not directly correlated with the volume of the actual data, as BW requests are generated based on a vendor-selected algorithm. If the request generation rate is high, requests are generated back to back. We call this mode persistent request generation or the saturation mode. The case where requests are generated with larger intervals is called infrequent request generation (also called the non-saturation case).

It is important to note that there is no universal algorithm for BW request generation, and using a model such as the one assumed here is inevitable. In addition, since piggybacking BW requests is optional and may not be implemented in all SSs, we assume that it is not used, and we do not base our model on this feature. It is, however, possible to capture the effect of piggybacking on an average basis for specific request generation algorithms. To do so, one can adjust the mean of the Poisson process that models request generation to account for the reduction of the number of requests when piggybacking is used. However, this requires knowledge of the average interarrival times of the requests in a system that uses piggybacking in addition to contention requests. Such knowledge is implementation dependent; thus, we do not consider it in our model.

We begin our analysis by modeling the back-off procedure and BW request grant waiting periods. For ease of reference, a list of important notations is provided in Table I. The objective of the analysis is to find the efficiency of the contention period in terms of the number of slots that carry a BW request and result in a successful grant of the requested BW. Since the back-off counter value is chosen randomly, we can model it as a random variable $b(t)$. The value that is selected for the back-off counter at the beginning of each back-off process depends on the previous retransmission history of the SS; thus, $b(t)$ is non-Markovian. On the other hand, we can also model the contention window size as a random process $s(t)$. Subsequently, we can model the back-off procedure using a 2-D Markovian process $(s(t), b(t))$. Similarly, when the station is waiting for a response from the BS for its BW request to be granted, it is in a waiting period. In this period, the station does not know whether the BS has received its request or a collision has occurred. To differentiate between these two different aspects of the chain, the states that represent a station in the waiting period under collision are labeled $(s(t), b(t))'$, and those that are collision free are labeled $(s(t), b(t))''$.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W$</td>
<td>Initial or minimum contention window size, also denoted as $W_0$</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of active Subscriber Stations</td>
</tr>
<tr>
<td>$b(t)$</td>
<td>A random variable used to represent the backoff counter value</td>
</tr>
<tr>
<td>$s(t)$</td>
<td>A random variable used to represent the contention window (CW) size</td>
</tr>
<tr>
<td>$P_s$</td>
<td>Probability of a transmission attempt resulting in collision</td>
</tr>
<tr>
<td>$q$</td>
<td>Probability of BS granting BW to a successfully transmitted request</td>
</tr>
<tr>
<td>$(s(t), b(t))$</td>
<td>2-D Markov process to model the backoff procedure</td>
</tr>
<tr>
<td>$(s(t), b(t))'$</td>
<td>represents the waiting states of Markov chain after a collision event</td>
</tr>
<tr>
<td>$(s(t), b(t))''$</td>
<td>represents the waiting states of Markov chain after a collision-free transmission</td>
</tr>
<tr>
<td>$N_s$</td>
<td>Average number of waiting slots until the end of the current contention period</td>
</tr>
<tr>
<td>$N_c$</td>
<td>Number of contention slots in each frame</td>
</tr>
<tr>
<td>$P_f$</td>
<td>Probability of failure, due to collision or BW not being granted by the BS</td>
</tr>
<tr>
<td>$W_i$</td>
<td>Contention window size after the $i$th retransmission</td>
</tr>
<tr>
<td>$\bar{W}$</td>
<td>Average value of the contention window size</td>
</tr>
<tr>
<td>$N_D$</td>
<td>Expected value of the request generation interval</td>
</tr>
<tr>
<td>$N_s^*$</td>
<td>Average number of slots spent in the holding state, used for modeling infrequent request arrival</td>
</tr>
<tr>
<td>$P[i,k]$</td>
<td>Stationary probability of being in any of the states $(i,k)$, $(i,k')$, or $(i,k'')$</td>
</tr>
<tr>
<td>$P_c$</td>
<td>Probability of any given contention slot (TO) containing a successful request</td>
</tr>
<tr>
<td>$P_{col}$</td>
<td>Probability of any given contention slot (TO) containing a collided request</td>
</tr>
<tr>
<td>$P_{idle}$</td>
<td>Probability of any given contention slot (TO) being idle (containing no request)</td>
</tr>
<tr>
<td>$P_r$</td>
<td>Probability of a given contention slot (TO) containing a transmission</td>
</tr>
<tr>
<td>$P_{succ}$</td>
<td>Probability that a given transmission in a TO being successful in receiving bandwidth grant</td>
</tr>
<tr>
<td>$C$</td>
<td>Number of requests successfully responded to by the BS in one frame</td>
</tr>
</tbody>
</table>
This 2-D MC modeling is possible only if we can assume independent transition probabilities between the states. This is achieved through a key approximation by assuming that the probability of collision in each slot, which is represented by $p$, is constant and is independent of the retransmission history of the system. We refer to $p$ as the conditional collision probability. This is the probability of a collision for a request that is transmitted on the channel. We also assume that a transmission in each slot happens with equal probability, independent of the position of the slot in the contention period, and independent of the previous collisions. In Section IV, we show that the Markov model is justified and accurate when the number of stations and the contention window size are not small (e.g., both are greater than five), which is an assumption that is true in practice.

Using the independence assumption, the back-off state represented by the 2-D stochastic process is Markovian. We adopt a discrete MC to express this 2-D process. However, we must emphasize that the transition between different states of this MC does not always happen at fixed intervals. In fact, the transitions happen only at the beginning of TOs in the contention period. During contention-free access (DL and UL scheduled slots), the back-off process and, hence, the MC are frozen for all stations. This waiting period has no effect on the MC model, since the chain is only modeling the contention period, and transitions only happen in the minislots of the contention period. Fig. 3 illustrates the timing relationships as described above.

After each transmission, the transmitting station has to wait for a response from the BS. A BW will be granted if the BW request message is received successfully (no collision) and there is enough BW available. In the case of a collision, the BW request message is received successfully (no collision) and there is enough BW available. In the case of a collision, the BW will be granted if the station has to wait for some timeout duration ($T_{16}$ seconds) and then start contending for a response from the BS. A BW will be granted if the back-off process and, hence, the MC are frozen for all stations.

The 2-D MC that describes the process $(s(t), b(t))$ is depicted in Fig. 4. This model is governed by the following probabilities for the state transitions that happen at the beginning of each slot in the contention period:

\[
P\{i, k|i, k + 1\} = 1, \quad k \in (0, W_i - 2); \quad i \in (0, m) \tag{1.A}
\]

\[
P\{i, 1|i, 0\} = 1 - p, \quad i \in (0, m) \tag{1.B}
\]

\[
P\{i, 1|i, 0\} = p, \quad i \in (0, m) \tag{1.C}
\]

\[
P\{(i, N^* + j, N + 1)^s|(i, N^* + j, N)^n\} = 1 - q \quad j \in (0, M - 2); \quad i \in (0, m) \tag{1.D}
\]

\[
P\{0, k|(i, N^* + j, N)^n\} = q/W_i, \quad j \in (0, M - 1) \tag{1.E}
\]

\[
k \in (0, W_i - 1); \quad i \in (0, m)
\]

\[
P\{i, k|(i - 1, (M - 1), N + N^*)_n\} = (1 - q)/W_i \quad k \in (0, W_i - 1); \quad i \in (1, m) \tag{1.F}
\]

\[
P\{i, k|(i - 1, (M - 1), N + N^*)_n\} = 1/W_i \quad k \in (0, W_i - 1); \quad i \in (1, m) \tag{1.G}
\]

\[
P\{m, k|(m, (M - 1), N + N^*)_n\} = (1 - q)/W_m, \quad k \in (0, W_m - 1) \tag{1.H}
\]

\[
P\{m, k|(m, (M - 1), N + N^*)_n\} = 1/W_m, \quad k \in (0, W_m - 1). \tag{1.I}
\]

We use the following notations for the set of equations in (1):

\[
P\{i_1, k_1|i_0, k_0\}
\]

\[
= P\{s(t + 1) = i_1, b(t + 1) = k_1|s(t) = i_0, b(t) = k_0\}
\]

\[
P\{i_1, k_1|i_0, k_0\}
\]

\[
= P\{s(t + 1) = i_1, b(t + 1) = k_1|s(t) = i_0, b(t) = k_0\}
\]

\[
P\{i_1, k_1|i_0, k_0\}
\]

\[
= P\{s(t + 1) = i_1, b(t + 1) = k_1|s(t) = i_0, b(t) = k_0\}
\]

\[
= P\{s(t + 1) = i_1, b(t + 1) = k_1|s(t) = i_0, b(t) = k_0\} \tag{2}
\]

The first four probabilities of (1) describe the transitions in the $b(t)$ direction of the MC. The first transition probability, i.e., (1.A), represents the countdown period for a station that decrements from a random number uniformly chosen from $(0, W_i)$ to 0 during the contention period. $W_i$ is the size of the contention window after the $i$th retransmission ($W_i = 2^i \cdot W$). The second and third transition probabilities, i.e., (1.B) and (1.C), describe the transition to the first waiting state. This happens with a probability of one; however, as mentioned...
before, two branches are considered in each row of the waiting section of the MC. Here, we account for the no-collision situations separately from the collision situations. The transition probability of the former is \(1 - p\), and that of the latter is \(p\). The process stays in the waiting period with a transition probability of \(1 - q\) if a BW has yet to be assigned at each frame, as described by (1.D).

On the other hand, (1.E) accounts for a successful BW assignment where the station starts over again to contend for the next BW request from stage 0. The probability is divided by \(W_i\), since the value of the actual back-off is uniformly chosen from a window of \((0, W_i - 1)\).

The process steps down in the \(s(t)\) direction, when there is no BW available or when a collision occurs. The former is represented by (1.F) and the latter by (1.G). To consider both of these situations combined, a new probability \(p_f\), called the probability of failure, needs to be used. This parameter is derived and explained later in this section. It can be shown that

\[
P\{i, k|\bar{y}-1, 0\} = p_f/W_i, \quad k \in (0, W_i - 1); \quad i \in (1, m).
\]

The last two equations, i.e., (1.H) and (1.I), are the special cases of the previous two equations, when the back-off window has reached its maximum allowable value and is not increased anymore.

In (1), \(N^*\) denotes the number of “waiting” slots until the end of the current contention period. Note that when a station transmits, it withdraws from the contention process until the end of the current contention period. Since this duration depends on when the back-off counter expired, we use \(N^*\) as the average number of waiting slots. After the contention period, if a collision has happened, the station has to wait for \(N(M - 1)\) additional slots in the timeout period before it can reenter the back-off process. If no collision occurs, the station waits until it receives a TO from the BS, or its BW request timer expires after \(M\) frames \((M \cdot T_f)\). A failure to receive the TO allocation, despite successful transmission of the BW request, can be due to unavailability of BW to be allocated by the BS (modeled by probability \(q\)).

We can find the average value for \(N^*\) using the average value of the contention window size \(W\). Note that the contention window size is variable and controlled by the truncated exponential back-off process. To calculate the expected value of the contention window, we first need to find \(P\{i, k\}\), the stationary probability of being in any of the states \((i, k), (i, k)',\) and \((i, k)''\), for \(\forall k\) (row \(i\) of the MC). The contention window
size is the same for all states in each row of the MC. From (1), we know that \( p_1 = P \{ i, k \} = p_0p_f \). Therefore, we have

\[
\sum_{i=0}^{m} p_0p_f^i = 1 \rightarrow p_0 \sum_{i=0}^{m} p_f^i = p_0 \left( \frac{1 - p_f^{m+1}}{1 - p_f} \right) = 1
\]

\[
\rightarrow p_0 = \frac{1 - p_f}{1 - p_f^{m+1}}.
\]

Thus, the average value of the contention window is

\[
\bar{W} = E\{W\} = \sum_{i=0}^{m} W_i p(W_i)
\]

\[
= \sum_{i=0}^{m} (W2^i)p_0p_f^i = W p_0 \frac{1 - (2p_f)^{m+1}}{1 - 2p_f}
\]

which results in

\[
\bar{W} = W \frac{(1 - (2p_f)^{m+1})(1 - p_f)}{(1 - 2p_f)(1 - p_f^{m+1})}.
\]

To derive \( N^* \), we note that the value of the back-off counter is uniformly chosen from (1, \( \bar{W} \)); \( \bar{W} \) may span several contention periods, ending in the middle of the last contention period (Fig. 5). If the value of the randomly chosen back-off counter is in any of the contention periods that are completely included in \( \bar{W} \), the average number of waiting slots will simply be \( N/2 \). The probability of this situation is \( P_N = \frac{\bar{W}/N^*}{\bar{W}/\bar{W}} (N/\bar{W}) \) due to the fact that the back-off counter is uniformly chosen in (1, \( \bar{W} \)). If the random number falls in the last partially included contention period, with a probability \( P_x = \frac{(\bar{W} - \bar{W}/N^*)N}{\bar{W}/\bar{W}} \), the number of waiting time slots becomes the following:

\[
N_x = \frac{(\bar{W} - \bar{W}/N) \cdot N}{2} + \frac{([\bar{W}/N] \cdot N - \bar{W})}{2}.
\]

Taking a weighted average using the probabilities of the two cases, we find \( N^* \) as

\[
N^* = P_x \cdot N_x + P_N \cdot \frac{N}{2}.
\]

After a successful assignment of the requested BW, a station may refrain from sending the next BW request. This can be due to the implementation requirements so that the requests are sent with predetermined intervals or for the station to finish up sending the already buffered data. The intervals are dependent on the amount of the incremented received data and the adopted algorithm and are not set by the standard. To model such practical scenarios, a holding state with duration \( N_D^* \) is considered in the MC. The holding state duration, in terms of the number of slots, is found as

\[
N_D^* = \text{Max}\{0, N_D - \bar{\theta}\}
\]

where \( N_D \) is the average (mean of the Poisson process) implementation-dependent interrequest intervals for BW requests (presented in terms of the number of contention slots), and \( \bar{\theta} \) is the average number of contention slots a station takes to successfully transmit a BW request. Similar to the procedure for the calculation of \( \bar{W} \), assuming that \( \bar{\theta}_i \) is the average time (in terms of the number of contention slots) that the MC is in any of the states \((i, k), (i, k)', \) and \((i, k)'', \) for \( \forall k \) (row \( i \) of the MC), then

\[
\bar{\theta}_i = \frac{W_i}{2} + p. (\varepsilon (M - 1)N + N^*)
\]

\[
+ (1 - p) \left( N^* + \sum_{j=1}^{M-1} N(1 - q)^j \right).
\]

Therefore, we have

\[
\bar{\theta} = E\{\bar{\theta}_i\} = \sum_{i=0}^{m} \bar{\theta}_i P(\bar{\theta}_i)
\]

\[
= \sum_{i=0}^{m} \left\{ \frac{W_i}{2} + p. (\varepsilon (M - 1)N + N^*)
\right.
\]

\[
+ (1 - p) N^* + \sum_{j=1}^{M-1} N(1 - q)^j \}
\]

\[
\left\{ p_0p_f^i \right. \}
\]

\[
= p_0 \left\{ \frac{W \cdot (1 - (2p_f)^{m+1})}{2} \cdot \frac{1 - p_f}{1 - 2p_f}
\right.
\]

\[
+ \left( p.(M - 1)N + N^*
\right.
\]

\[
\left. + (1 - p).N \frac{1 - q - (1 - q)^{m+1}}{q} \right) \cdot \frac{1 - p_f^{m+1}}{1 - p_f}
\]

\[
= \frac{\bar{W}}{2} + p.(M - 1)N, + N^*
\]

\[
+ (1 - p).N \frac{1 - q - (1 - q)^{m+1}}{q}.
\]

By adjusting the value of \( N_D \), we can model most practical scenarios and adopted BW request generation algorithms. Our
only assumption is that on the average, the BW requests are generated according to a random process, such as Poisson.

Having found all the transition probabilities and related parameters for the Markov model, we now solve the model to obtain a closed-form solution for the stationary probability parameters of the chain, which is denoted by \( b_{i,m} \). First, note that from the global balance equation

\[
(\sum_k \sum_l P\{i,j|k,l\} = \sum_k \sum_l b_{k,l} P\{k,l|i,j\}, [21]) \text{,}
\]

we have

\[
b'_{i,1} = (1-p)b_{i,0} \]

\[
b'_{i,N^*+j,N^*+1} = (1-q)b_{i,N^*+j,N}
\]

which results in

\[
b'_{i,N^*+(M-1),N^*+1} = (1-q)^{M-1}(1-p)b_{i,0}. \]

Now, if we use the global balance equation again for each of the \((i,0)\) states, \(i \in (1,m)\), we have

\[
b_{i,0} = p_b_{i-1,0} + (1-q)^M(1-p)b_{i-1,0}
\]

\[
= (p + (1-q)^M(1-p))b_{i-1,0}
\]

thus

\[
b_{i,0} = (p + (1-q)^M(1-p))^i b_{0,0}. \tag{4}
\]

As is seen from the above equation, the probability of transition to the next stage is, in fact, the probability that a collision happens or BW is not available. For this reason and for a clearer notation, we define \( p_f \) as the probability of failure by \( p_f = p + (1-q)^M(1-p) \). Therefore, we have

\[
b_{m-1,0} p_f = (1-p_f)b_{m,0} \rightarrow b_{m,0} = \frac{(p_f)^m}{1-p_f} b_{0,0}. \tag{5}
\]

Since the chain flows similarly and due to its regularity for each \( k \in (1, W_i^t - 1) \), we have

\[
b_{i,k} = \frac{W_i - k}{W_i} \begin{cases} (1-p_f)\sum_{j=0}^m b_{j,0}, & i = 0 \\ p_f b_{i-1,0}, & 0 < i < m \\ p_f (b_{m-1,0} + b_{m,0}), & i = m. \end{cases} \tag{6}
\]

From the relationship described in (2) and considering the fact that \( \sum_{i=0}^m b_{i,0} = b_{0,0}/(1-p_f) \), we can rewrite (3) as

\[
b_{i,k} = \frac{W_i - k}{W_i} b_{i,0}, \quad i \in (0,m); \quad k \in (0, W_i - 1). \tag{7}
\]

Now, knowing that the sum of occupancy probabilities in the MC is one, we use (2) and (4) to express \( b_{0,0} \) only in terms of system parameters of \( p_f \) (or \( p \) and \( q \)), \( W_i \) and \( m \). To calculate this sum, we divide the states with occupancy probability \( b_{i,k} \) into three groups: 1) the back-off states on the right side of the chain with \( k \geq 0 \); 2) the timeout states in the left side with \( k < 0 \); and 3) the waiting states in the left side with \( k < 0 \). This derivation of \( b_{0,0} \) is given in (8), shown at the bottom of the page.

Using the MC model and noting that stations whose back-off counters reach zero will attempt a transmission, we derive the following equation that expresses the probability of transmission by a given station in a given slot:

\[
\tau = \sum_{i=0}^m b_{i,0} = \frac{b_{0,0}}{1-p_f}. \tag{9}
\]

The conditional collision probability \( p \) can be independently calculated, assuming that \( \tau \) is given. This probability is found by noting that its complement \( (1 - p) \) is the probability that
given a station transmits, none of the other \( n - 1 \) stations transmits. Therefore, \( p \) is expressed by

\[
p = 1 - (1 - \tau)^{n-1}.
\]

Using these two equations, one can find \( \tau \) and \( p \) based on the known values of maximum and minimum contention window sizes and \( n \) (the number of stations). Numeric methods such as bisection or Newton–Raphson can be used to solve the above equations.

A. Analysis of the System Capacity in Granting BW Requests

To analyze the capacity of the contention-mode BW request delivery, we need to find the efficiency of the system in terms of the ratio of TOs that have successfully delivered BW requests in a given contention period. The ratio of successful TOs can be found by determining the probability that any given TO experiences a successful transmission of a BW request. To find this probability—denoted by \( P_s \)—we first need to compute a number of related probabilities. These probabilities are the following: 1) \( P_{tr} \), i.e., the probability of a TO containing a transmission, and 2) \( P_{succ} \), i.e., the probability that a given transmission in a TO is successful in receiving a BW grant from the BS.

The probability of transmission \( P_{tr} \) is the probability that at least one station transmits in a slot and is found by using \( \tau \) (the probability of a station transmitting)

\[
P_{tr} = 1 - (1 - \tau)^n.
\]

The probability of success \( P_{succ} \) is the probability that only one station transmits and that there is enough BW, given that there is a transmission. Using the conditional probability and Bayes’ formula, \( P_{succ} \) is equal to the probability that none of the remaining \( n - 1 \) stations transmits (denoted by the event \( A \)) “and” there is enough BW to respond to the request in one of the \( M \) frames before the deadline (denoted by the event \( B \)), given that there is a transmission (denoted by the event \( C \))

\[
P_{succ} = P(AB|C) = \frac{P(AB,C)}{P(C)}.
\]

Since \( P(AB,C) = P(A,C)P(B) = (\frac{n}{1})\tau(\tau)^{n-1} \cdot (1 - (1 - q)^M) \) and \( P(C) = p_{tr} \), we have

\[
P_{succ} = \frac{n\tau(\tau)^{n-1}}{P_{tr}} \cdot (1 - (1 - q)^M).
\]

Now, we can find the probability of a slot containing a successful BW request, which is denoted by \( P_s \), as follows:

\[
P_s = P_{succ} \cdot P_{tr} = n\tau(\tau)^{n-1} \cdot (1 - (1 - q)^M).
\]

\( P_s \) represents the efficiency of the contention access mechanism of the 802.16 MAC. Since \( P_s \) specifies the probability of any given TO containing a successful request, we can derive the number of successful requests in any given time frame \( T_f \) by knowing the number of contention TOs available in that time frame. For example, if, in a frame time \( T_f \), the BS assigns \( N \) distinct TOs for the contention period, the number of requests that are successfully served are \( N \cdot P_s \). Therefore, we can define the system capacity for a successful grant of BW in each contention period (of length \( N \)) as

\[
C = N \cdot P_s.
\]

This means that in one frame, only \( C \) requests are successfully responded to by the BS. Therefore, if there are \( n \) persistent stations it will take \( D = n/C \) frames to respond to all the requests. We call this duration the access delay of stations in saturation, meaning that it will take a station, on average, at most \( D \)-frame durations to receive a response from the BS.

In Section IV, we use \( P_s \) and \( C \) as the considered system performance metrics and present how different system parameters such as \( N, M, n \), and \( W \) affect their values.

IV. MODEL EVALUATION AND PERFORMANCE ANALYSIS

To evaluate the model developed in Section III, we numerically solve (9) and (10) and then use (13) to calculate the corresponding values of \( P_s \). These analytical results are then compared with those obtained from simulation experiments. We used an event-driven simulator written in the C language. The simulation model implements the details of the contention access period of the MAC and simulates the timeline of the MAC operation in which two periods of UL and DL are considered in a TDD setting. The UL period begins with the contention slots. All the details of the exponential back off and timeout are implemented in the model. The simulation model also includes a process that simulates BW assignment in response to requests by stations, as well as the actual packet transmissions. For each station, BW requests are generated with exponentially distributed interarrival times. We assume an error-free PHY layer; thus, the only source of failed transmissions is collision. Using this simulator, we have conducted several experiments with different sets of parameters (with 95% confidence interval) and observed that in most cases, the mathematical model is very accurate and reasonably close for the rest.

As we explained earlier, the expected value of the request generation interval (\( N_D \)) is adjustable and is not fixed by the standard. Since the efficiency of the system is dependent on it, in the first set of experiments, we plot its effect on the value of \( P_s \) for a wide range of request generation intervals and for four sets of values of the number of stations. As Fig. 6 shows, \( P_s \) achieves its maximum value in the persistent BW request generation case (i.e., saturation, when \( N_D \rightarrow 0 \)). As a result, in the following analysis, we mostly concentrate on the saturation mode. However, as a final remark we present and compare two figures for the capacity (\( C \)) of the contention period for both saturation and nonsaturation cases to demonstrate the validity of the above consideration.

To have insight into the relationship between different contention period states of success, idle, and collision, we solved the analytical model for a typical parameter set \((W = 32, m = 5, N = 20, M = 6, q = 0.7)\) and compared the results with the simulation outcome (for different numbers of
stations with persistent request generation). The results are depicted in Fig. 7, which shows that the model is, in fact, accurately representing the operation of the contention-based BW request period. Fig. 7 depicts three sets of probabilities: 1) the probability that a given slot in the contention period contains a successful transmission ($P_s$); 2) the probability that a given slot in the contention period contains a collided or corrupted transmission ($P_{col}$); and 3) the probability that a given slot in the contention period is idle ($P_{idle}$). As shown, for the given parameters, most of the slots are idle, and the system efficiency is 10% to 30%, depending on the number of contending stations. This suggests that the parameters may be selected in a way that maximizes the efficiency of the system. Note that when the contention period is more efficient, fewer contention slots are needed to deliver the same number of BW requests; thus, the entire system becomes more efficient.

To see the effect of different parameters on the efficiency of the system and to further verify the validity of the mathematical model developed in Section III, we repeat the experiments for several different sets of parameters.

To see the effect of the probability of BW being granted by the BS ($q$) on the efficiency of the system ($P_s$), we plotted the simulation and numerical results for a typical parameter set of ($W=32$, $m=5$, $N=20$, and $M=6$) and three different values of $q$. The results are depicted in Fig. 8. It is seen that the system efficiency increases at a slower rate as $q$ increases. The peak of efficiency is reached at $q=1$, as expected. Since the difference between $q=0.5$ and $q=1$ is not very large, we conclude that the system efficiency is not significantly affected by $q$ as long as more than 50% of the requests are responded to. This effect becomes more significant, as expected, when $q$ is smaller than 0.5.

One of the parameters that we expect to have a significant effect on the performance of the contention period is the length of the timeout duration, which is partly controlled by parameter $M$. To see the effect of this parameter, we conducted some experiments with several values of $M$ and plotted the results in Fig. 9. It is seen that the efficiency of the system, in the given conditions, increases when we reduce the value of $M$. The reason is that most of the capacity of the contention period is wasted by the idle slots (also seen in Fig. 7), partly due to long timeout periods (large values of $M$). Therefore, it can be concluded that for networks with typical parameters, it is more efficient to use small values of $M$. However, there are other parameters that also have a significant effect on generating idle slots, such as the initial contention window size ($W$).

To see the effect of $W$ and to find out whether an optimal value for $W$ exists, we plotted the contention period efficiency in Fig. 10 for two different scenarios: 1) a very crowded network ($n=100$) and 2) a modestly crowded network ($n=25$). We used $M=3$ in this experiment to reflect the above finding that smaller values of $M$ yield better efficiency. The results in Fig. 10 show that for $n=25$, the efficiency is highest.
is the assumption that a transmission in each slot happens with equal probability, independent of the position of the slot in the contention period, and independent of the previous collisions. This assumption may not hold for those cases where \( n \) is small and \( W \) is smaller than \( N \). The reason is that the back-off process always starts counting from the first slot in a contention period; thus, with \( W < N \), the last slots in the contention period are more likely to remain empty. Only stations that have previously suffered collision and have increased their contention window sizes to above \( N \) will contend in these slots. This condition makes the independence assumption less accurate. Clearly, when \( W > N \) or when the number of stations grows, this independence assumption becomes accurate. Fortunately, practical values of \( W \) are usually chosen to be greater than \( N \) to avoid wasting contention slots. In fact, the slots after \( W \) are almost certainly not involved in contention and are always empty. As a rule of thumb, the values of \( N \) and \( W \) should be selected so that \( N < W \) holds (see Fig. 5).

Finally, we examine the effect of the number of minislots in each contention period \((N)\) on the efficiency of the system. The parameter \( N \) along with the initial contention window size \((W)\) and request timeout duration \((M)\) are important system configuration parameters. To see the effect of \( N \), we plotted the efficiency and capacity of the contention period for a typical parameter set of \((q = 1, W = 32, m = 5, and M = 6)\) and persistent request generation in Fig. 11. We chose the range of \( N \) so that it is less than \( W \) to avoid wasted slots. We observe that the efficiency is highest when \( N \) is small, e.g., set to five for the selected system configuration. However, this higher efficiency does not mean higher capacity of the contention period, since this capacity is proportional to the number of minislots \( N \), according to (14). This is shown in the top plot of Fig. 11, where the corresponding plots for \( P_s \) are multiplied by \( N \), which results in the plots for \( C \) (associated using the arrows on the figure). It is seen that the capacity of the contention period increases as the number of slots \( N \) increases (35 for this experiment). Note that \( N \) should be selected in a way that all the slots are used in contention, i.e., it must be less than the average contention window size \( W \). If larger values of \( N \) are used, \((N - W)\) slots will always be wasted and empty. It is not desirable to arbitrarily increase \( N \) and \( W \) as this will considerably increase the overhead of the contention period.

In Fig. 11, we can see that, for example, for the case where 50 stations are persistently transmitting requests, if we use \( N = 35, C = 10 \) requests per frame time are successfully responded to by the BS. As defined in Section III, for \( n \) persistent stations, it will take \( n/C \) frames on the average for the BS to respond to all the requests. In this case, stations have to wait 50/10 or 5 frames for BW grants. When \( N \) is set to five, this access delay will increase to approximately 50/2 or 25 frames. Reducing the access delay requires that \( N \) and \( W \) be considerably increased, for example, to 100 or more in this case. The maximum number of minislots per frame is equal to \((Frame\_Size/4\times Symbol\_Duration)\) [2], which, for a typical Frame\_Size = 1 ms and Symbol\_Duration = 0.1 \( \mu \)s, results in 2500 minislots. Therefore, allocating 100 or 200 minislots to support 50 stations is a significant overhead. It must be noted that in WiMAX, it may not be unusual that a single BS serves hundreds of SSs. This simple example shows that proper

\[\begin{align*}
P_s \text{ versus } n \text{ for different values of } M, \\
P_s \text{ versus } W \text{ for different values of } n.
\end{align*}\]
setting of contention period parameters is required to improve the overall system performance and access delay of stations. Therefore, our model provides a useful tool for efficiently configuring the MAC without the need for time-consuming simulations or measurements.

We repeated the above experiment with nonpersistent BW request generation (i.e., $N_D = 300$ or $n \cdot (N/N_D)$ requests per frame) and plotted the results in Fig. 12. This demonstrates that the effect of $N$ on the contention period capacity in nonsaturation cases is similar to that in the saturation case. As expected in this case, almost all BW requests are successfully delivered and responded to by the BS in one frame time; therefore, the plots increase in a semilinear manner, in proportion to the increase in the offered load or the number of stations (i.e., according to $n \cdot (N/N_D)$).

V. CONCLUDING REMARKS

In this paper, we have presented an accurate analytical model for the contention-based BW request of the MAC layer of the IEEE 802.16 standard. To the best of our knowledge, this is the first detailed analysis of the contention BW request process of the 802.16 MAC. We verified the validity of the model through wide-ranging simulation experiments. The model proved to be very accurate in most cases. Slight inaccuracies were seen when the number of stations and the contention window size were very small. This behavior is also reported in other analyses of similar systems [13]. Nevertheless, such small contention window sizes are not typical in system configurations.

The analytical model developed in this paper can be used to devise optimization schemes that maximize the efficiency of the contention request process. Since the 802.16 standard allows the dynamic adjustment of the contention process parameters, our model can also be used to devise adaptive algorithms that maintain optimal operation of the system under varying network load.
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