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Abstract—We extend techniques for a reachability-based abstraction to hybrid systems under shared control with application to pilot-autopilot interaction during an aircraft landing. A simple hybrid model of longitudinal aircraft dynamics and mode-logic is developed based on publicly available data. As the pilot and autopilot share control over some of the same inputs, it is possible for the pilot to “fight” the autopilot. New types of safety are proposed to identify regions in the state-space in which pilot-autopilot conflict can occur, and then computed using level set methods. The results partition the state-space into different levels of safety. Cells of this partition form discrete modes in an abstraction of the reachability result, which can inform the design of a pilot display. Our results show how shared control contributed to violations of “safe” pilot interaction with the automation in the Nagoya 1994 A300 accident.

I. INTRODUCTION

Modern civil jet aircraft have many layers of automation, usually with complex mode structure corresponding to different maneuvers (e.g., level flight, constant-rate descent, constant-rate turn), different types of control protections (saturation, envelope protection), and different types of pilot input (manual, shared, supervisory). Flight management systems are designed mostly through ad-hoc rules to avoid known problems, then extensively tested through costly simulations to help identify unanticipated problems. However, as it is physically impossible to test all possible initial conditions and inputs, problems in human-automation interaction can still occur [1], [2], [3]. “Automation surprises,” in which the pilot becomes confused about the current mode or cannot anticipate the next mode in the automation [4], [5], and other problematic behaviors in actual aircraft operation, have been implicated in aircraft incidents and accidents.

Computational techniques for verification can create a new level of confidence and reliability in safety-critical systems such as aircraft autopilots, by predicting where failures might occur, and how human operators can predict them [6], [7], [8], [9]. Verification provides a mathematical guarantee of safety, where safety is defined as the ability to remain within a desired set in the state-space, despite bounded control authority. Through standard reachability analysis and controller synthesis, we can compute the subset of the desired set (e.g., an aerodynamic flight envelope) in which we can guarantee the system can always remain: this is the reachable set, which is synonymous with the “safe” region of operation [10], [11]. We draw on the Hamilton-Jacobi techniques implemented in the Level Set Toolbox [12] because of their subgrid accuracy and success in previous aircraft applications, although other techniques [13], [14], [15], [16], [17] could be used.

Verification of semi-automated systems introduces further complexity because it involves not only the automation, but also the way in which the user interacts with the automation [18]. The user-interface both provides information to the user about the underlying automation, and allows the user to issue input commands to the system. Formal methods have been used to verify user-interfaces modeled as discrete event systems [7], [8], [19], [20], [21]. Estimation has been used to anticipate the human’s actions [22] through particle filters. We consider hybrid systems with which a human interacts – this includes not only the discrete mode-logic, but also the continuous dynamics arising from forces acting on the physical system. Since we cannot guarantee what actions the human will take, we focus on guarantees that the correct information has been provided to the human, in order to achieve a desired task. While how this information is displayed is vitally important to effective human-automation interaction, we restrict ourselves to the portion of this problem we can quantify: what information is displayed.

In previous work, we used an abstraction method based on a reachability computation, to determine the relevant information content for a pilot’s display during an aborted landing of a large civil jet aircraft [23], [24]. One of our key assumptions was that the pilot’s input was limited to pre-planned, discrete, supervisory actions. This simple structure, in which the automation controlled the continuous dynamics within each mode, and the pilot simply selected modes as appropriate, allowed us to take advantage of the well-developed verification algorithms for standard, fully-automated hybrid systems.

In this paper, we extend these techniques to a semi-automated system under shared control, in which both the automation and the human have control over the same continuous input. Shared control scenarios are common in aircraft “manual” modes, in which the pilot’s input is filtered by the automation’s algorithms for saturation or envelope-protection. While treating the human’s input as a continuous disturbance will ensure safety of the automated system, the reachability results may be far too conservative to be useful: in the aborted go-around scenario [23], this analysis would have recommended that the aircraft never land, in order to ensure a safe go-around! This paper proposes a model
with shared continuous input, which still allows for useful verification results. By completing multiple reachability calculations, each under different assumptions about the pilot’s input, we can examine guarantees of safety under shared control by broadly capturing pilot intent.

Our motivation arises from the 1994 Nagoya Airbus A300 incident [25]. During a manual approach to landing, an automatic go-around maneuver was accidentally triggered. While a landing maneuver requires slow descent, a go-around maneuver requires the aircraft to gain speed and ascend rapidly. Unaware that they had initiated a go-around maneuver, the flight crew applied a pitch-down command to make the aircraft descend, while the automation applied a pitch-up command to make the aircraft ascend. The flight crew’s input commands overrode the automation’s input commands to the elevators, but not to the trimmable horizontal stabilizers (THS). This resulted in elevators positioned to drive the aircraft into a nose-down orientation for descent, and the THS positioned to drive the aircraft into a nose-up orientation for ascent. The aircraft was physically unable to follow the descending glideslope, so the flight crew decided to abandon the landing. They returned to manual mode, and attempted a manual go-around maneuver, sending a pitch-up command to the elevators. This command, combined with the THS oriented to achieve a full nose-up position, caused the aircraft to climb too quickly and to stall. An unanticipated combination of mode-logic and aircraft dynamics under shared control led to a scenario in which the pilots inadvertently “fought” the aircraft automation.

We aim to identify such scenarios before implementation and operation of shared control systems. The main contributions of this paper are: 1) an example of human-automation interaction under shared control, 2) a novel application of reachability tools for verification under shared control, and 3) an extension of abstraction techniques for a human-automation system under shared control, as opposed to supervisory control. The paper is organized as follows: In Section II, we first introduce the aircraft model, a hybrid system with both longitudinal continuous dynamics as well as realistic mode-logic. Section III describes the use of reachability tools to compute three different levels of safety. Section IV presents the results of an abstraction based on the techniques introduced in [24], but extended to accommodate these new levels of safety. We discuss our results in the context of our previous work, and lastly, Section V provides conclusions and directions for future work.

II. Model Formulation

We model the longitudinal dynamics of the aircraft as a switched system $H = (X, Q, R, \Sigma, f, \delta)$ with continuous state $x \in X$, discrete modes $Q$, continuous reference inputs $r \in R$, discrete inputs $\sigma \in \Sigma$, continuous dynamics $f_q : X \times R \rightarrow X$ indexed by mode $q \in Q$, and transition function $\delta : X \times Q \times R \times \Sigma \rightarrow X \times Q$. Figure 1 depicts modes $Q =$ {TRIM ADJ, MAN, GA, ALT, GA/PO, MAN/OOT, PERT ACQ }, discrete inputs $\Sigma =$ \{mann, \sigma_p/O, \sigma_{TRIM}, \sigma_{GO}\}, the transition function $\delta$, and the initial mode $Q_0 = \{MAN\}$. The continuous dynamics $\dot{x} = f_q(x, r)$ are described below. In all modes, the aircraft automation controls low-level dynamics to track a desired reference trajectory. However, in some modes, the reference values are chosen by the pilot, while in other modes, the reference values are chosen by the automation. The mode-logic is based on publicly available data for the A-300, a mid-size civil jet aircraft [25].

In a standard manual landing, the pilot selects MAN mode, and guides the aircraft along a desired descending flight path. To abort the landing, the pilot selects GA mode ($\sigma_{GO}$), which causes the aircraft to automatically climb at a constant rate. Normally, after reaching a desired altitude $h_{ALT}$, the aircraft automatically transitions to level flight. From GA mode, the go-around can be aborted by re-selecting MAN mode ($\sigma_{MAN}$). However, if the pilots attempt to physically override the automation ($\sigma_{P/O}$) and then re-select MAN mode ($\sigma_{MAN}$), the aircraft enters a different mode sequence (GA/PO, MAN/OOT). These modes are governed by significantly different control laws than are GA, MAN.

The modes in $H$ differ in how the reference inputs $r_P$ and $r_T$ are achieved, and in the constraints on the reference inputs, as shown in Table I. Modes in Figure 1 fall into two categories: fully automated (GA, ALT, PERT ACQ, TRIM ADJ) and shared control (MAN, MAN/OOT, GA/PO). In fully automated modes, the automation selects the reference inputs. In shared control modes, the user selects the reference input $r_P$, and the automation selects the reference input $r_T$ as applicable.

A. Aircraft Equations of Motion

The longitudinal dynamics of the aircraft arise from a standard linearization of rigid-body dynamics about the aircraft body frame under quasi-steady flow [26] with small perturbations. Using the short period approximation, the state $x_P = [\alpha, \dot{\alpha}, \gamma_P]$ consists of angle of attack $\alpha$, pitch rate $\dot{\alpha}$, and flight path angle $\gamma_P$. The equations of motion are obtained by linearizing around the trim condition, $x_T = [0, 0, \gamma_T]$ with aircraft trim speed $u_T = 243.5$ ft/s and trim flight path angle $\gamma_T$. The total flight path angle is $\gamma = \gamma_P + \gamma_T$, with $\gamma_P$ a perturbation from the trim flight path.
angle $\gamma_T$. The reference input range $r = [r_P, r_T] \in \mathbb{R}^2$ consists of the reference flight path angle for $\gamma_P$ and $\gamma_T$, respectively. We extend the state-space to $x = [x_P, \gamma_T] \in \mathbb{R}^4$. The input $\delta_e$ due to elevator deflection affects the dynamics of $x_P$, while the THS affects the dynamics of $\gamma_T$. We describe the synthesis of these controllers in terms of the reference flight path angles $r_P, r_T$ below.

The open-loop dynamics are given by $\dot{x} = A_{ol}(\gamma_T)x + B_{ol}\delta_e$, with

$$A_{ol}(\gamma_T) = \begin{bmatrix} -0.6277 & 1 & -0.1322\sin(\gamma_T) \\ -1.9552 & -1.0524 & 0.0344\sin(\gamma_T) \end{bmatrix}$$
$$B_{ol} = \begin{bmatrix} -0.0418 \\ -1.3391 \\ 0.0418 \end{bmatrix}^T$$

with numerical values for stability derivatives taken from data for the DC-8, a mid-size civil jet aircraft, on approach to landing [26] (App. A, Table A-5).

In most modes, the trim dynamics are $\dot{\gamma}_T = 0$. However, under unusual circumstances that require re-trimming (described in Section II-B), the THS effectively moves the trim conditions gradually from one set-point to another. Different controllers are used in each mode.

### B. Aircraft Mode-Logic

In Altitude (ALT) and Go-Around (GA), $\dot{\gamma}_T = 0$ and $r_T$ and $r_P$ are constants, as described in Table I. In Manual (MAN) mode, $\dot{\gamma}_T = 0$, and the pilot chooses the reference input $r_P \in [-13.3^\circ, 13.3^\circ]$. In these modes, a static full-state feedback controller for tracking

$$\delta_e(x, r) = -K(\gamma_T)x + N r_P$$

is chosen with $K(\gamma_T) \in \mathbb{R}^{3 \times 3}$ such that the closed-loop systems $f_{GA}(x, r) = f_{MAN}(x, r) = f_{ALT}(x, r)$,

$$f_{ALT}(x, r) = \begin{bmatrix} A_{cl}x_P + B_{cl}r_P \\ 0 \end{bmatrix}$$

with $A_{cl} = A_{ol}(\gamma_T) - B_{ol}K(\gamma_T)$. 

$$A_{cl} = \begin{bmatrix} -0.6486 & 0.9376 & -0.0963 \\ -2.6226 & -3.0477 & -3.0803 \\ 0.6486 & 0.0624 & 0.0963 \end{bmatrix}$$

have eigenvalues at $-1.2, -1.2 \pm 0.12j$.

The Go-Around/Pitch Override (GA/PO) mode, in which $\dot{\gamma}_T \neq 0$, occurs when the pilot attempts to manually override the pitch during a GA maneuver. The pilot has control of the elevator and therefore $r_P$, while the automation retains control of the THS and therefore $r_T$. We assume that $r_P < 0$ and $r_T > 0$ since the pilot is attempting to land the aircraft, and the autopilot is attempting to ascend. With the control law (2) implemented, the dynamics

$$f_{GA/PO}(x, r) = \begin{bmatrix} A_{cl}x_P + B_{cl}(-r_T - r_P) \\ -\beta \text{sgn}(\gamma_T) \end{bmatrix}$$

in $x_P$ and $\gamma_T$ are coupled, and reflect the fact that the pilot and the autopilot are “fighting” such that $\gamma = r_P$ and $\gamma = r_T$, respectively. In (5), $\beta = 0.5^\circ$/sec, and $\text{sgn}$ represents the signum function, with $\text{sgn}(0) = 0$.

In Manual Out of Trim (MAN/OOT), $\dot{\gamma}_T = 0$ but $\gamma_T \neq 0$. This mode occurs when the pilot initiates manual operation from GA/PO. With the controller as in (2), the dynamics are

$$f_{MAN/OOT}(x, r) = f_{MAN}(x, r)$$

as in (3). However, note that the bounds on $r_P$ are not adjusted to reflect the non-zero $\gamma_T$ (Table I). It is therefore possible for the pilot to choose $r_P$ such that $\gamma$ becomes unsafe, as appears to have occurred in the description of the Nagoya 1994 accident.

Perturbation Acquire (PERT ACQ) mode, in which $\dot{\gamma}_T = 0$ and $r_P = -\gamma_T$, is the first part of the trim-back maneuver, which drives $\gamma$ to 0. With control as in (2), the dynamics are

$$f_{PERTACQ}(x, r) = \begin{bmatrix} A_{cl}x_P + B_{cl}(-\gamma_T) \\ 0 \end{bmatrix}$$

In TRIM ADJ mode, the second part of the trim back maneuver, we have $\dot{\gamma}_T \neq 0$, and $r_T = 0$, $r_P = -\frac{1}{2}\beta \gamma_T$. With control as in (2), the dynamics are

$$f_{TRIMADJ}(x, r) = \begin{bmatrix} A_{cl}x_P + B_{cl}(-\frac{1}{2}\beta \gamma_T) \\ -\beta \text{sgn}(\gamma_T) \end{bmatrix}$$

with $\beta/2$ chosen to regulate the transient response.

### III. Safety under Shared Control

An algorithm has been recently developed to create a discrete event system (DES) abstraction of a hybrid system with discrete user-initiated inputs [24]. The algorithm involves three steps: 1) separation of the hybrid system into subsystems which contain no human-initiated discrete inputs, 2) calculation of the reachable set for each subsystem, and
3) abstraction to a DES based on the reachability result. The
reachability result is used to partition the state-space into
intersections of “safe” or “unsafe” regions in each subsystem.
Since we cannot predict when or even if the pilot will initiate
a discrete event, we complete reachability analysis only over
those portions of the system which are fully automated. The
intersections of reachable sets reveal the effect of discrete
pilot inputs (e.g., transitioning the system from a safe region
in one subsystem to an unsafe region in the next subsystem)
without making unrealistic assumptions about the pilot (e.g.,
by treating pilot-initiated events as either standard controlled
inputs or disturbance inputs).

We use the same algorithm here, with modifications that
incorporate the effect of shared control on control analysis
on each subsystem (described in Sections III-A and III-B).
Our system (Figure 1) contains both discrete
pilot inputs and continuous pilot inputs (in modes MAN,
GA/PO, MAN/OOT). We therefore separate the system into
six subsystems which contain no pilot-initiated events (since
there are 6 modes which occur after a discrete pilot-initiated
input), containing the modes {GA}, {GA/PO}, {MAN,
OOT}, {PERT ACQ, TRIM ADJ, MAN}, {MAN}, {GA,
ALT}. Hence all transitions within the six subsystems are
state-based transitions, and each subsystem is amenable to
standard reachability analysis.

Computing the reachable set involves representing all the
states which have a path to a target set. We draw on level
set methods [12] here because of their subgrid accuracy and
success in previous aircraft applications [23, 27], however
other techniques can be used [16, 17, 15, 13, 14]. For
a continuous system, the reachable set \( W(t) \) is computed
in backwards time: starting with the desired target, which
is encoded implicitly as a level set function, the boundary
of the target set is propagated backwards in time according
to the system dynamics \( \dot{x} = f(x, r) \). Define a continuous
function \( J_0 : X \rightarrow \mathbb{R} \) which encodes the target
\( W_0 = \{ x \in X \mid J_0(x) \geq 0 \} \).

Finding the backwards reachable set \( W(t) \) requires solving
the terminal value time-dependent modified Hamilton-Jacobi
(HJ) partial differential equation (PDE) [11]

\[
\frac{\partial J(x,t)}{\partial t} + \min \left[ 0, H \left( x, \frac{\partial J(x,t)}{\partial x} \right) \right] = 0 \quad \text{for } t < 0
\]

\[
J(x,0) = J_0(x) \quad \text{for } t = 0
\]

with

\[
H \left( x, \frac{\partial J(x,t)}{\partial x} \right) = \max_{r \in R} \frac{\partial J(x,t)}{\partial x}^T f(x, r).
\]

As shown in [11], we obtain an implicit representation of the
reachable set \( W(t) = \{ x \in X \mid J(x,t) \geq 0 \} \).

The initial cost function is determined by state constraints
(due to the flight envelope) and control constraints (due
to feedback under saturation). The aerodynamic envelope
is defined by state bounds such that \( x_{\min} \leq x \leq x_{\max} \),
where \( x_{\min} = [-11.5^\circ, -15^\circ, -13.3^\circ, -13.3^\circ] \) and \( x_{\max} = -x_{\min} \).

Additionally, since the elevators can deflect a maximum
of \( u_{\max} = 50^\circ \), the feedback control (2) must lie
within this range for any reference flight path angle \( r_p \).

Bounded on the reference inputs \( r = [r_1, r_2] \) for each mode
are indicated in Table I. The target consists of states outside
of these bounds, as well as states which result in a saturated
control input. For each motion \( q \in Q \) we define the initial
cost function:

\[
J_0(q, x) = \min_f \{ J_{\text{state}}(q, x), J_{\text{sat}}(q, x) \}, \quad \text{with} \]

\[
J_{\text{state}}(q, x) = \min_x \left\{ x - x_{\min}, x_{\max} - x \right\}
\]

\[
J_{\text{sat}}(q, x) = \min_x \left\{ u_{\max} - \max_{r \in R(q)} \delta_r(x, r), \min_{r \in R(q)} \delta_r(x, r) - u_{\max} \right\}
\]

\( \gamma_T = 0 \). States inside the shaded region are deemed

A. Fully automated modes

For modes which are fully automated in their continuous
control input (GA, ALT, PERT ACQ, TRIM ADJ), we
compute the reachable set using the Hamiltonian (10). The
result of the reachability computation in each mode is the
set of states which are guaranteed to remain within their
flight envelope and not saturate the elevators. Figures 2 and 3
show the reachable sets for modes GA and ALT. (We assume
that all continuous states inside the reachable set in GA will
be driven into the reachable set in ALT.) Figure 4 shows
the reachable sets for the modes PERT ACQ and TRIM
ADJ in subsystem \{PERT ACQ, TRIM ADJ, MAN\}. Since
MAN is a shared control mode, we address it in a separate
computation in Section III-B. The computed sets in Figure 4
are 4D, so we plot a series of 3D sets to provide 3D snapshots
of the 4D object at specific values of \( \gamma_T \).

B. Shared control modes

For modes that are not fully automated (MAN, GA/PO,
MAN/OOT), the pilot has control over the continuous input.
Our strategy to address verification under shared continuous
control is to use multiple reachability calculations, each with
different assumptions about pilot intent. We have chosen
three sets of assumptions here, although in general, this
number could be chosen arbitrarily. We choose increasingly
looser assumptions about the pilot’s behavior to create mul-
tiple levels of safety: safe, marginally safe, and recoverably

Fig. 2. Safe set \( W_{\text{safe}}^{GA} \) in \( x_P = [a, \theta, \gamma] \) of fully automated mode
GA; note \( \gamma_T = 0 \). States inside the shaded region are deemed

Fig. 3. Safe set \( W_{\text{safe}}^{ALT} \) in \( x_P = [a, \theta, \gamma] \) of fully automated mode
ALT; note \( \gamma_T = 0 \). States inside the shaded region are deemed
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safe. To find regions that are safe, marginally safe, and recoverably safe, respectively, we 1) treat the pilot’s reference input as a disturbance input, 2) assume the pilot provides no reference input \((r_p = 0)\), and 3) treat the pilot’s reference input as a controlled input. Note that we do not enforce the computed invariance-preserving control law along the boundary of the reachable set in shared control modes.

The Hamiltonians for these calculations, respectively, are

\[
H \left( x, \frac{\partial J(x,t)}{\partial x} \right) = \min_{r \in \tilde{R}} \frac{\partial J(x,t)}{\partial x}^T f(x, r)
\]

\[
H \left( x, \frac{\partial J(x,t)}{\partial x} \right) = \frac{\partial J(x,t)}{\partial x}^T f(x, 0)
\]

\[
H \left( x, \frac{\partial J(x,t)}{\partial x} \right) = \max_{r \in \tilde{R}} \frac{\partial J(x,t)}{\partial x}^T f(x, r)
\]

with \( \tilde{R} \subset R \). The resulting reachable sets \( W_{\text{safe}} \), \( W_{\text{marg}} \), \( W_{\text{reco}} \) are interpreted as providing corresponding levels of safety: 1) safe, 2) marginally safe, 3) recoverably safe. Note that regions of higher safety levels are always fully contained within regions of lower safety levels.

\[
W_{\text{safe}} \subseteq W_{\text{marg}} \subseteq W_{\text{reco}}
\]

The reachable set \( W_{\text{safe}} \) is computed under the assumption that the pilot is actively driving the aircraft out of its flight envelope. It represents the worst-case scenario, and therefore provides the most conservative result. Those states in \( W_{\text{safe}} \) are “safe” because for those states the aircraft will remain in its flight envelope regardless of the pilot’s continuous input. We assume that the bounds on the reference input \( r \) are 25% of the values given in Table I, a reasonable estimate of a pilot’s actions under standard operation. Larger bounds will produce more conservative results, by allowing the disturbance input (e.g., the pilot) more control authority.

The reachable set \( W_{\text{marg}} \) is computed under the assumption that the pilot has no active continuous input. Those states in \( W_{\text{marg}} \) are “marginally safe” because for those states the aircraft will remain in its flight envelope assuming that the pilot does not interfere with the aircraft automation.

The reachable set \( W_{\text{reco}} \) is computed under the assumption that the pilot is acting as precisely as any automation to keep the aircraft within its flight envelope. It represents the best-case scenario, and therefore provides the least conservative result. Those states in \( W_{\text{reco}} \) are “recoverably safe” because for those states the aircraft can remain in its flight envelope as long as the pilot applies the continuous input specifically computed through the above reachability calculation.

We complete this three-part calculation for subsystems \{MAN\} and \{MAN/OOT\}. Figure 5 shows \( W_{\text{safe}}, W_{\text{marg}}, \) and \( W_{\text{reco}} \), respectively, for MAN/OOT. The result of the three calculations in MAN are equivalent to the snapshot in Figure 5 at \( \gamma_T = 0 \). Notice that for some values of \( \gamma_T \) in Figure 5, there are no combinations of \( x_f \) which are safe or marginally safe.

While GA/PO is a shared control mode, we assume that in the worst case, \( r_p = -13.3^\circ \) and \( r_T = 10.0^\circ \). With these assumptions, the reachability calculation proceeds as in Section III-A. Figure 6 shows \( W_{\text{safe}} \) for GA/PO.

IV. REACHABILITY-BASED ABSTRACTION

As described in [23], [24], the result of the reachability calculations in semi-automated systems can be abstracted to form a discrete event system. This abstraction is particularly useful because it is a simple way of encoding behaviors possible in a semi-automated system under shared control. In addition, information in the abstraction can be used to inform the design of user-interfaces [19], so that the user can be fully informed about the effect of user-initiated events on system safety. We use the algorithm as described in [24], applied to the reachability calculations performed in Section III:
The state-space is partitioned according to the reachability result, and each cell of the partition is represented by a single discrete mode. The resulting DES is assumed to be deterministic through further partitioning the state-space in modes from which the user can initiate a discrete event. Details of the abstraction (and proof of its determinism) are in [24].

However, the reconstruction of a DES occurs in a slightly different manner since we have multiple reachable sets to account for in modes under shared continuous control. In the fully automated modes of Figure 1, we use the standard abstraction of “safe” and “unsafe” sets into separate modes. For shared control modes, the new levels of safety defined in the previous section, and their corresponding sets \( \mathcal{W}_{\text{safe}}, \mathcal{W}_{\text{marg}}, \mathcal{W}_{\text{recov}} \), are used in creating the abstraction. In order for the DES to be deterministic, additional modes must be created when it is possible to transition from a fully automated mode to a shared control mode by a pilot initiated discrete event. For example, the mode corresponding to the “safe” set of GA, \( \mathcal{W}_{\text{safe}}^{\text{GA}} \), must be further subdivided into modes representative of the intersection between \( \mathcal{W}_{\text{safe}}^{\text{des}} \) and the three levels of safety of MAN (\( \mathcal{W}_{\text{safe}}^{\text{MAN}}, \mathcal{W}_{\text{marg}}^{\text{MAN}}, \mathcal{W}_{\text{recov}}^{\text{MAN}} \)), since it is possible to return to MAN by a pilot-initiated input \( \sigma_{\text{MAN}} \) at anytime during the GA maneuver.

In addition, we take advantage of the relationship in (14) to reduce the complexity of state-based transitions within a given mode (such as MAN) – e.g., it is only possible to transition to neighboring levels of safety. One advantage of this relationship is that a user interacting with such abstractions is given warning, in effect, that their actions will lead to unsafety. For example, if the aircraft transitions from a safe region to a marginally safe region, the recoverably safe region is essentially a buffer to allow the user to “recover” to a higher level of safety before the aircraft enters the unsafe region. Once the complete DES has been created, modes with empty sets can be removed, as the system will never enter them. Finally, finite state machine reduction is used, and the result is a deterministic, reduced DES, shown in Figure 7.

Our aircraft landing system generates behavior qualitatively similar to descriptions of the Nagoya 1994 accident. We focus in particular on the transition from \( \text{GA/PO}^{\text{safe}} \to \text{MAN/OOT} \). The steady state value \( x^* = [0^\circ, 0^\circ, -3.3^\circ, 10^\circ] \) lies within the safe set \( \mathcal{W}_{\text{safe}}^{\text{GA/PO}} \) in GA/PO mode, but only within the marginally safe set \( \mathcal{W}_{\text{marg}}^{\text{MAN/OOT}} \) in MAN/OOT mode. When \( \sigma_{\text{MAN}} \) is initiated, the system moves from being “safe” to “marginally safe”.

Once in MAN/OOT, \( \gamma_T = 10^\circ \) and assuming the flight crew maintains \( r_P = -13.3^\circ \), the aircraft will remain in the marginally safe region \( \mathcal{W}_{\text{marg}}^{\text{MAN/OOT}} \). Figure 5 shows that the safe set is empty at this value of \( \gamma_T \), hence the highest level of safety that is possible at this stage is marginal safety, which is preserved so long as the pilots are effectively hands-off of the elevator controls with \( r_P = 0^\circ \).

However, once the flight crew decides to abandon the landing and attempt a manual go-around, the pilots choose \( r_P \) to make the aircraft climb in altitude. We assume \( r_P = 6.65^\circ \) as in the reachability calculation of Section III. With this value of \( r_P \), the aircraft will first enter the recoverably safe set \( \mathcal{W}_{\text{recov}}^{\text{MAN/OOT}} \), then eventually be driven out of \( \mathcal{W}_{\text{marg}}^{\text{MAN/OOT}} \) into a region which is unsafe, and corresponds to a stall condition. Although the flight crew was aware that the aircraft was in an out of trim configuration (i.e. that it was in MAN/OOT mode), they were not aware of the limitations that this imposed on their actions, and were therefore unable to reliably ascertain the safety of their maneuver.

V. CONCLUSION

We extend techniques for a reachability-based abstraction to a hybrid systems under shared control. We model pilot-autopilot interaction during an aircraft landing as a hybrid system with longitudinal aircraft dynamics. Our model is capable of mimicking a situation in which the pilot “fights” the autopilot. For modes under shared control, three sets corresponding to three levels of safety are computed: 1) safe, 2) marginally safe, and 3) recoverably safe. Using level set techniques, these sets are computed by choosing different Hamiltonians to reflect different roles for the pilot input. We use the result of the reachability computations to develop a DES abstraction by partitioning the state-space. Our initial results are consistent with behavior that was implicated in the Nagoya 1994 Airbus A-300 accident.

We aim to develop a general theory for techniques to identify problems in human-automation interaction early in the design process. In future work, we plan to extend the method presented for the aircraft landing system to generic hybrid systems with all possible combinations of continuous and discrete inputs, controlled by the user or by the automation.
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Fig. 7. User interface (reduced DES). For clarity, modes associated with fully automated “unsafe” sets, and modes with empty sets, are omitted. In the diagram the following abbreviations are used: Safe (S), Marginally Safe (MS), Recoverably Safe (RS), Unsafe (US). Unlabeled transitions are state-based transitions which correspond to crossing cell boundaries in a reachability-based partition of the state-space, described in [24].


