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Abstract— Interferometric Synthetic Aperture Radar (InSAR) is a remote sensing technology used for estimating the displacement of an object on the ground or the earth’s surface itself. Persistent Scatterer-InSAR (PS-InSAR) is a category of time series algorithms enabling high resolution monitoring. PS-InSAR relies on successful selection of points that appear stable across a set of satellite images taken over time. This paper presents PiSel, a new algorithm for selecting these points, a problem known as Persistent Scatterer Selection. The key advantage of PiSel over the key existing techniques is that it does not require model assumptions, yet preserves solution accuracy. Motivated by the abundance of parallelism the algorithm exposes, we have implemented it for GPUs. Our evaluation using real-world data shows that the GPU implementation not only offers superior performance but also scales linearly with GPU count and workload size. We compare the GPU implementation and a parallel CPU implementation: a consumer grade GPU offers 18x speedup over a 16-core Ivy Bridge Xeon System, while four GPUs offer 65x speedup. The GPU solution consumes 28x less energy than the CPU-only solution. Additionally, we present a comparison with the most widely used PS-interferometry software package StaMPS, in terms point selection coverage and precision.
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1 INTRODUCTION

InSAR is a remote sensing technology primarily used for estimating displacement of the earth’s surface over large areas with up to millimeter precision [1], [2]. InSAR has applications in areas such as monitoring earth subsidence and uplift due to urban infrastructure development [3], mining [4], oil and gas extraction [5], and permafrost thawing [6]. Many sophisticated SAR satellites exist and produce data that covers the entire globe including Canadian Radarsat 1/2, European ERS-1/2, ENVISAT, Sentinel 1A/1B, and Japanese ALOS.

As it travels along its orbital path, a SAR satellite emits radar signal towards the earth and records the echo. The earth’s surface area is divided into a grid, whose resolution cells are in the order of square meters [7]. Each resolution cell corresponds to a single pixel in a 2D radar image. Signal components, e.g., phase and amplitude, in the returning radar echo from a particular resolution cell contain information that can be used for deformation estimation. SAR imagery based earth deformation estimation operates on images of the same region of interest (i.e., a collection of resolution cells) taken over an extended period time. Displacement can be estimated from the phase difference in different images, of the same resolution cell, taken at separate points in time [2].

SAR satellites produce single-look complex (SLC) images: each pixel in the SLC image is a complex number representing the phase and amplitude of the returning radar echo from a particular resolution cell on the ground. An interferogram is created from two temporally separated SLC images via the pointwise product of one SLC image with the complex conjugate of the other SLC image. Thus, each pixel in an interferogram is a complex number indicating the phase difference between the two temporally separated SLC images. This phase difference encodes the surface displacement signal as well as many other contaminant signals (e.g., atmosphere distortion, orbital error, elevation model error, and noise), which can largely be removed through careful filtering. Once these signals are removed, we only know the principal value of the remaining displacement signal (i.e., modulo 2π), so in order to reconstruct the true displacement, a phase unwrapping algorithm is applied to the 2π-wrapped phase [8]. Phase unwrapping is the process of correcting surface altitude measurement ambiguity that exists in an interferogram [9], [10].

Persistent Scatterer Interferometry (PSI) represents a specific class of InSAR techniques. One of the challenges of InSAR is increased temporal decorrelation of SAR signals due to surface change, particularly in rural, vegetated areas, which can prevent the recovery of the phase measurement. PSI techniques aim to provide reliable measurements in decorrelated regions as well [11]. PSI based deformation measurements relies heavily on estimates of the phase ‘quality’ of pixels: pixels that are more coherent (i.e., they are stable in a region of interest over time) than others and are trusted during the unwrapping phase. Selection of these stable pixels, formally known as Persistent Scatterer pixels, with high accuracy and efficiency is an important yet challenging problem. One of the goals is to perform well in the presence of distributed scatterer (details in §2.1) pixels that are a superposition of microwave reflections of multiple objects within a resolution cell. Persistent Scat-
scatterer pixels are free of such ambiguities and contain information the phase unwrapping process can use [10].

This paper presents PtSel, a new algorithm for persistent scatterer (PS) pixel selection (§2.3). The algorithm has been conceived based on one of the characteristics observed in SAR imagery. The intuition is that for each PS pixel, a nearby neighbour pixel can be found with similar displacement signal and topographical error signal. The technique we use to infer PS pixels is based on computing the temporal coherence of a pixel in a network of interferograms [12]. A network of interferograms is made up of all possible interferometric combination of temporally separated, co-registered SLC images that cover the same area of interest. A pixel whose phases are highly coherent over time is likely to be more stable. Instead of computing temporal coherence on individual pixel phase as in [12], PtSel does it on the wrapped phase spatial derivative (i.e., it also considers phase difference between neighbouring pixels in the same SLC image). The maximum of all possible temporal coherences between a given pixel and its neighbours is used as an indicator of a PS pixel. The key advantage of PtSel is that it eliminates the need for model assumptions (primarily absence of noisy signal components) as in [12].

Typical InSAR data volumes are in the order of hundreds of gigabyte to terabytes. The search-based nature of PtSel leads to high computational demands, and ultimately, to slow processing on general purpose CPUs. This limits the ability to use the PtSel algorithm in practice and it is potentially critical InSAR processing chain, despite its accuracy. PtSel, however, exposes high data parallelism: pixels can compute their temporal coherence in parallel. This makes PtSel a good candidate for executing it on a massively parallel platform like GPUs that offer much higher rate of floating point operations and off-chip memory access bandwidth than general purpose CPUs (even normalized for dollar or energy cost).

Contributions. This paper summarizes our experience designing, optimizing, and evaluating PtSel for NVIDIA GPUs using the CUDA framework. Our key contributions include:

- We present PtSel, a new algorithm for persistent scatterer pixel selection (§2).
- We characterize the compute and memory behaviour of PtSel using the roofline model [13]. We analytically establish platform oblivious performance bounds (§2). We then present roofline plots for attainable and sustained performance on CPU and GPU and highlight the performance bounds. This analysis justifies our architecture choice for accelerating PtSel factors (§5).
- We discuss the design choices and the optimization techniques used to ensure that the implementation is in harmony with the underlying GPU processing model (§3).
- Additionally, we present a comparison with the widely-used PSI software package StaMPS [14], in terms PS selection coverage and precision, for two ENVISAT datasets, representing urban and rural environments respectively (§6.4).

Our evaluation aims to answer the following questions:

- Under typical workload, with respect to time-to-solution, how much faster is the GPU implementation compared to a parallel CPU implementation?
- Does the GPU implementation scale with workload size and algorithm specific parameters that directly influence processing intensity?
- Despite having higher power rating than a CPU, does a GPU solution offer superior energy efficiency?

Our evaluation (§6) using a real-world workload demonstrates the advantage of GPU acceleration. On a pair of Intel Xeon CPUs (Ivy bridge, 32 cores @2.6GHz), processing this workload with PtSel takes 33 hours. On a single NVIDIA GeForce GTX TITAN GPU, the same task takes just under two hours. On four GPUs, it takes about half hour, offering up to 65x speedup. The GPU implementation scales linearly with GPU count and workload size. Power measurements show a 28x improvement in energy consumption by the GPU solution for the same workload.

Our GPU implementation has thus far been successfully integrated to the production processing chain at 3vGeomatics, an InSAR company based in Vancouver.

2 Persistent Scatterer Selection: Background and the PtSel Solution

In this section, we discuss the importance and relevance of persistent scatterer selection in InSAR. We review the key contributions found in the literature. We then present a new algorithm dubbed PtSel. We characterize the compute and memory requirements of PtSel following the well-known roofline model [13].

2.1 Importance of Persistent Scatterer Selection

Persistent scatterer-InSAR (PS-InSAR) is a category of time series algorithms within InSAR [7]. PS-InSAR has the advantage of being able to associate the deformation with a specific scatterer rather than a resolution cell of dimensions dictated by the radar system; enabling very high resolution monitoring [7]. The PS-InSAR technique considers only the ‘stable pixels’ (i.e., persistent scatterer or PS pixels): pixels in a sequence of temporally correlated interferograms whose phase quality is high throughout all the interferograms. The reason is that other pixels may contain ambiguous phase information: radar echo returning for the resolution cell may be composed of a superposition of microwave reflections off the ground. For instance, a cell may contain a telephone pole and a fire hydrant each with different heights and depending on the orbital position of the satellite the reflections from the two objects may interfere to varying extents resulting in unreliable phase throughout the interferograms. Such pixels are called distributed scatterer pixels. PS pixels on the other hand, are free of such ambiguity and contain useful information [2][7].

Identifying PS pixels in a SAR image stack is the crucial step within the PS-InSAR workflow. The functionality and efficiency of the rest of the processing majorly depends on successful identification of PS pixels. A persistent scatterer algorithm assigns each pixel in a SAR image stack a rank, called the temporal coherence, which indicates how reliable the information the pixel encodes is.
2.2 Past Work on Persistent Scatterer Selection

Several approaches for PS pixel selection have been proposed in the literature [7], [15]. Often the amplitude is used as a proxy for the phase information and pixels with low amplitude variance to mean amplitude across the network of interferograms are chosen as PS pixels. This approach works well for high amplitude PS pixels, but not for low amplitude ones [16]. Another approach is to compute the temporal coherence of a pixel through the network of interferograms. However, the phase of an interferogram contains many other signals that bias down the temporal coherence; for instance, a strong displacement signal. Previous approaches would first remove the spatially correlated signal as well as baseline (the separation between satellites collecting data) correlated signal before computing temporal coherence by modeling their phases [12]. This technique has high computational overheads and errors can arise due to inaccurate modeling (e.g., assumptions regarding recorded signal being free of various types of noises).

2.3 PtSel – The Proposed Algorithm

Distributed scatterers are prevalent in rural, high-noise and specular environments and cannot be measured individually. A phenomenon observed in SAR imagery, in the majority of the landscapes and environments, is that for each PS candidate pixel, multiple nearby neighbour pixels can be found with similar signal characteristics. For example, numerous proximal urban targets of similar height are ubiquitous, especially in high-resolution datasets. PtSel harnesses this observation.

Formally speaking, PtSel assumes that, for each persistent scatterer candidate pixel C, a partner pixel N with similar displacement signal and topological error signal, can be found within a predefined neighbourhood (the search window, defined by an \( r \times r \) square grid, where \( r \) is an odd integer, with the pixel C in the center).

Instead of computing temporal coherence on the individual pixel phase as in [12], PtSel computes temporal coherence of the pair of pixels C and N, called an arc. To this end, PtSel computes the wrapped phase derivative by multiplying one pixel phase by the complex conjugate of the other pixel: \( \text{arc} = CN \).

For example, if neighbouring pixels C and N are similar, e.g., located on the balcony of the same building, the temporal coherence of arc will be high. If C and N are dissimilar, e.g., park bench vs. grass, the temporal coherence of the arc will be low due to temporal decorrelation. Typically, the arcs are very short spanning a few decameters or less. All spatial low-pass signals (deformation, atmosphere, orbital error, etc.) cancel over such short distances, i.e., there is negligible coherence reduction due to such signals.

**Algorithm.** The key steps of PtSel are (Fig. 1):

- **Step 1.** PtSel starts from a collection of \( n \) pre-generated interferograms (created from \( n+1 \) SLC images) and forms a network of \( \binom{n+1}{2} \) interferograms based on all possible pairwise comparisons.
- **Step 2.** For each pixel (through the interferogram network), PtSel computes the temporal coherence \( \tau \) of an arc is computed as:

\[
\tau = \frac{\sum_{k=1}^{n+1} c_k N_k + \sum_{k=j+1}^{n+1} c_k N_k}{\sum_{j=1}^{n+1} c_j N_j} \left( \binom{n+1}{2} \right)
\]

**Step 3.** By comparing all arcs, PtSel finds the most similar neighbouring pixel that maximizes temporal coherence. The PS indicator is the maximum \( \tau_{\text{max}} \) of all possible temporal coherences between a given pixel and its neighbours, since all the factors that bias down the temporal coherence of the candidate PS pixel have largely been cancelled by finding a similar pixel nearby to form an arc with \( \tau_{\text{max}} = \max_{0 \leq k < F} (\tau_k) \) where \( F \) is the number of neighbours in the search window.

The output of PtSel is a 2D image (also called a coherence map) where each pixel stores a floating point number in the range \([0.0, 1.0]\) indicating coherence (\( \tau_{\text{max}} \)) of the maximum arc in the input interferograms. The phase unwrapper then uses heuristics to decide if pixels are good PS candidates based on their coherence value.

**Generating the Interferogram Network on the Fly.** The size of a typical interferogram is in the order of gigabytes. For example, a 15,000×8,000 pixels interferogram, where each pixel is a complex number (i.e., two single-precision floating point values), is about 1GB of data. A network of interferograms created from \( n+1 \) SLC images (or \( n \) pre-generated interferograms) will have \( \binom{n+1}{2} \) interferograms, thus a network created from 50 interferograms would require about 2.5TB of storage. Pre-generating the interferogram network (often from of 100s of interferograms) would require an enormous amount of storage and make in-memory processing infeasible. To address this problem, we combine interferogram network generation and temporal arc coherence computation. The network is created, on the fly, for each arc within a search window. Thus, a temporal coherence \( \tau \) of an arc is computed using the following equation:

\[
\tau = \frac{\sum_{i=1}^{n} c_i N_i + \sum_{i=j+1}^{n} c_i N_i}{\sum_{j=1}^{n} c_j N_j} \left( \binom{n+1}{2} \right)
\]

Here, \( i \) and \( j \) are two interferograms. A new arc in the network is computed by taking complex conjugate of two arcs in two interferograms: \( c_i N_i c_j N_j \).

**Search Window Size.** The size of the search window limits how far PtSel looks for similar pixels. For instance, if we want to locate a PS in the middle of an incoherent field, such as a bench in a park, search needs to be performed in a larger neighborhood so that arcs with other benches in the park can be formed (as vegetation movements strongly impact the quality of the radar signal reflected). On the other hand, in urban areas, a smaller search window should be sufficient. To accommodate different datasets, PtSel allows user-defined search window size.
2.4 PtSel Compute and Memory Requirements Characterization

The computation pattern of PtSel is similar to a high-dimensional stencil computation on multi-dimensional structured grids [18]. In each time step, a stencil computation updates all the elements in a multidimensional array according to some fixed pattern called a stencil operator. In PtSel, a pixel together with its neighbours throughout the search window and the input interferograms, forms a stencil. The stencil operator computes maximum temporal arc coherence of a pixel (\(t_{\text{max}}\)) using Equation (1).

In this section, we analytically establish platform oblivious performance bounds of PtSel. We use the roofline model [13] for the analysis. In the ‘roofline’ vocabulary, the ratio of main memory operations to floating point operations of an application is denoted as the operational intensity. We determine operational intensity of PtSel for three different cache scenarios, namely, zero-cache (\(O_{0}\)), infinite-cache (\(O_{\infty}\)) and non-zero-cache (\(O_{1}\)). Zero- and infinite-cache scenarios represent the two extremes, yielding ‘lower’ and ‘upper’ bound of operational intensity respectively for PtSel on any processing platform.

**Cache Model.** All modern systems incorporate a hierarchical caching mechanism to reduce memory pressure. We are interested in understanding influence of the cache size on the operational intensity. We assume a system having a single level, fully associative cache with capacity \(c\). The cache adopts the least-recently-used (LRU) eviction policy. We assume a fully associative cache and thus model only compulsory and capacity misses (i.e., we assume no conflict misses).

**Operational Intensity.** We assume a workload that consists of \(n\) input interferograms. The width/height of an interferogram is \(p\) and a search-window is \(r \times r\) pixels. Hence, there are \(p^2 \times r^2\) arcs to be computed. Let \(\xi\) be the number of computations per arc and \(\zeta\) be the number of bytes read from the main memory. The operational intensity for PtSel can be expressed using the following equation:
\[
O/I = \frac{(p^2 \times r^2 \times \xi)}{\zeta}
\]

An arc formed by two pixels \(C\) and \(N\) is computed as follows: \(arc = C\overline{N} = e^{(\arg(C) - \arg(N))}\). Here, \(\arg(z) = \text{atan2}(y, x)\), where \(z\) is a complex number. \(z = x + iy = r \cos \phi + ir \sin \phi\) and \(r = |z| = \sqrt{x^2 + y^2}\) where \(x\) and \(iy\) are the real and imaginary parts respectively and \(\phi\) is the argument of \(z\).

\[
\text{Input: } n \text{ interferograms } \\
\text{Step 1: Create a network of } \binom{n+1}{2} \text{ interferograms} \\
\text{Step 2: For every pixel, compute temporal coherence on each arc within the search window} \\
\text{Step 3: For every pixel, find the arc with maximum coherence} \\
\text{Output: 2D image indicating maximum coherence of each pixel} \\
\text{A search window with eight arcs}
\]

**Fig. 1.** Illustration of the PtSel algorithm depicting the primary steps in order. The \(n\) input interferograms are created from \(n + 1\) temporally successive SLC images.

Equation (1) computes the temporal coherence (\(r\)) of an arc. In our implementation (without optimization 1 in §3.3), \(\text{math.h function arg (or atan2)}\) is called \(n \times 2 + \binom{n}{2} \times 4\) times, \(\sin\) and \(\cos\) each are called \(n + \binom{n}{2} \times 2\) times, \(\sqrt{\text{t}}\) is called once and an additional \(n \times 4 + \binom{n}{2} \times 17\) floating point arithmetic operations are performed. Assuming, all the \(\text{math.h functions do at least four floating point operations per invocation}\), the total number of floating point operations required to compute temporal coherence of an arc,
\[
\zeta = n \times 20 + \binom{n}{2} \times 49 + 4
\]

Each pixel in an interferogram is a complex number, where the real and imaginary parts are each 4-byte single-precision floating point number. Computing an arc requires reading in 16 bytes; thus, to solve Equation (1), \(n \times 16 + \binom{n}{2} \times 32\) bytes are read. Therefore, total number of bytes read to process the entire workload:
\[
p^2 \times r^2 (n \times 16 + \binom{n}{2} \times 32)
\]

Table 1 summarizes operational intensity for three different cache scenarios. For all three cases, total number of computations (\(\xi\)) are the same. However, the number of bytes read form the main memory (\(\zeta\)) varies according to the size of the cache. In the remainder of this section, we present how we have derived the operational intensity for each of the cache-scenarios.

<table>
<thead>
<tr>
<th>(O(I))</th>
<th>(\text{Operational Intensity for three cache scenarios.})</th>
<th>(O(I))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero (O_{0})</td>
<td>Infinite (O_{\infty})</td>
<td>Non-zero (O_{1})</td>
</tr>
<tr>
<td>1.5</td>
<td>(4x \times n^2 r^2)</td>
<td>(O_{0} \times x/(1\text{-rate}))</td>
</tr>
</tbody>
</table>

**Zero-cache.** Operational intensity for the zero-cache scenario,
\[
O_{0} = (p^2 \times r^2 \times \xi)/\zeta
\]
When there is no cache,
\[
\xi = p^2 \times r^2 (n \times 16 + \binom{n}{2} \times 32)
\]
\(\text{i.e., all bytes are read from the main memory. Hence,}\)
\[
O_{0} = (n \times 20 + \binom{n}{2} \times 49 + 4)/(n \times 16 + \binom{n}{2} \times 32) = (n^2 \times 49 - n \times 9 + 8)/(n^2 \times 32) \approx (n^2 \times 49)/(n^2 \times 32) = 1.5
\]
As we can see, \(O_{0}\) is independent of \(n, p\) and \(r\).

**Infinite-cache.** For an infinite cache the system will only encounter compulsory misses. Operational intensity,
\[
O_{\infty} = (p^2 \times r^2 \times \xi)/\zeta
\]
With an infinite cache, each pixel is read only one time, i.e.,
\[
\xi = p^2 \times n \times 8 \text{ bytes are read from the main memory. Hence,}\)
\[
O_{\infty} = (p^2 \times r^2(n \times 20 + \binom{n}{2} \times 49 + 4))/(p^2 \times n \times 8) = r^2 (n^2 \times 49 - n \times 9 + 8)/(n \times 8) \approx r^2 \times (n^2 \times 49)/(n \times 8) = 4 \times n \times r^2
\]
The above analysis implies that, for an infinite cache, the operational intensity is workload dependent (as a function of the number of input interferograms and the area of the search window), and, importantly, can reach very large values.

**Finite, non-zero-cache.** Operational intensity for the non-zero-cache scenario,
\[
O_{1} = (p^2 \times r^2 \times \xi)/\zeta
\]
Since, the cache only encounters compulsory and capacity misses, the total number of main-memory references is
#capacity misses + #compulsory misses. If all the cache references result in misses, i.e., all the bytes are read from the main-memory then operational intensity will be the same as the zero-cache scenario. If \( m \) is the cache miss rate, then we can use the following equation to approximate operational intensity for the non-zero cache scenario:

\[
O_I = O_{I_0} \times (1/m)
\]

Next, we compute \( m \) which depends on the cache capacity \( c \). We ignore compulsory misses (i.e., we assume cache is warm), as seen in the preceding sections, number of compulsory misses are negligible compared to the total reads.

**Cache Miss Rate.** Temporal coherence computation involves interferogram generation and computing all the arcs within the predefined search window. This requires reading each pixels within the search window from all \( n \) input interferograms. We assume, the interferogram network is generated once the required pixels are brought into the cache, i.e., for \( k \) references, there will be no cache misses if all \( k \) pixels are already in the cache (i.e., there are enough registers/cache memory available to hold the partial network created on the fly). Total number of cache or memory references within a search window is \( n^2 \times r^2 \).

Two adjacent pixels’ search windows overlap; they share \((n \times r^2) - (n \times r)\) common pixels (Fig. 2). If a cache can accommodate at most the pixels in a fixed sized search window, i.e., \( c = n^2 \times r^2 \), then a consecutive temporal coherence computation should read \((n \times r^2) - (n \times r)\) pixels from the cache and only \( n \times r \) pixels from the main memory. Hence, cache miss rate,

\[
m_1 = \text{#misses}/\text{#references} = (n \times r)/(n^2 \times r^2) = 1/(n^2)\]

Next, we assume the cache is much smaller and can only accommodate about one-fourth of the pixels in the search window, i.e., \( c = (n/2) \times (r/2)^2 \). In this case, a consecutive temporal coherence computation reads \((n/2) \times (r/2)^2 - (n/2) \times (r/2)\) pixels from the cache and \((n \times r^2) - ((n/2) \times (r/2)^2 - (n/2) \times (r/2))\) or \((3 \times n \times r^2) + (2 \times n \times r))\) pixels are read from the main memory. Cache miss rate,

\[
m_2 = ((3 \times n \times r^2) + (2 \times n \times r))/4)/n^2 = (3/4n)) + 1/(2n \times r) \approx m_1
\]

From the preceding analysis, we can see that the operational intensity for the non-zero-cache scenario depends on the cache miss rate, which depends on the size if the cache, and the number of input interferograms and the area of the search window. \( O_{I_0} = O_{I_0} \times (1/m) \) or \( O_{I_0} \propto n \times r \) indicates that on a real system, it is possible to for \( PtSel \) to achieve very high operational intensity. High operational intensity is an indicator of the application being compute bound and performance is most likely bottlenecked by the processing rate of a platform. Later, we empirically demonstrate this is true for \( PtSel \).

## 3 PtSel Design and The Implementation

In this section, we discuss design and implementation of \( PtSel \) for both the CPU and GPU systems. We also present several optimizations and discuss their tradeoffs.

### 3.1 A Parallel CPU Implementation

We start from a parallel C++/OpenMP-based CPU implementation that was previously developed at 3vGeomatics. The CPU implementation parallelizes temporal coherence computation across pixels. Each pixel in the image is mapped to a unique OpenMP thread. Each thread (sequentially) computes the temporal coherence of all the arcs within a pixel’s search window and identifies the neighbour which maximizes temporal coherence.

It has been observed that, often, highly coherent neighbours are the ones that are closest to the pixel itself. The CPU implementation takes advantage of this property: a thread mapped to a pixel begins with computing coherence of the neighbour closest to the pixel itself and gradually expands the search radius; essentially exploring neighbours along a spiral-path (Fig. 3) which expands outwards from the pixel. Additionally, the implementation takes a ‘threshold’ \([0.0, 1.0]\): along the spiral-path, as soon as a neighbour pixel with coherence is greater than or equal to the threshold is found, the search is truncated. Although, the spiral-path approach causes irregular data access, in practice, for most datasets, it works better than exploring neighbours in a row-major fashion, as it provides work-efficiency by reducing the number of expensive temporal coherence computations.

**Patches.** Since, for most datasets, it is impossible to load the entire workload in DRAM, the CPU implementation divides the image into patches and process one at a time. \( PtSel \) aims to operate with a large search windows for higher accuracy. The number of common pixels among two adjacent patches depends on the size of the search window. A smaller patch size restricts the size of the search window as well as increases the percentage of redundant pixels among patches. For this reason, \( PtSel \) aims to maximize the patch size. The memory requirements for a patch depend on its spatial dimension and the size of the interferogram network. One may argue that for the CPU implementation to perform at its best, the patch size should be small enough to fit in the CPU’s last level cache (e.g., 40MB on our system). Unfortunately, in practice, this is not even sufficient for a 15×15 pixels search window.

**Limitations.** The CPU implementation does not exploit vector instructions, e.g., SSE/AVX, that modern CPUs offer. In §5, we discuss why we did not consider implementing a vectorized CPU implementations and instead directly went for a GPU implementation.

![Fig. 2. Depiction of cache misses for a cache that can accommodate at most one whole search window.](image-url)
3.2 Overview of the GPU Implementation

The roofline analysis suggests that PtSel will have a high operational intensity even for limited cache sizes, thus it should benefit from the superior FLOP-rate GPUs offer (5-6x higher than that of mainstream CPUs).

PtSel embeds data parallelism at multiple levels: First, for every pixel, within a given search window, finding the neighbour which maximizes temporal arc coherence can be done in parallel. Second, temporal arc coherence computations are independent, so they can be performed in parallel. Our design goal is exposing sufficient parallelism to efficiently harness GPU capabilities. The discussion features a number of design alternatives we have explored.

Fig. 4 presents a high-level overview of the PtSel GPU implementation. The user specifies the input dataset to be processed and two parameters: the patch size and the search window size. The input is first divided into patches that are copied to a GPU one at a time. First, the temporal coherence compute kernel is responsible for combined interferogram network generation and temporal arc coherence computation. Then, the max-reduction kernel performs the reduction operation on the output of the first kernel to find the arc with the maximum coherence. The output of the second kernel is then copied back to the host.

Harnessing Multiple GPUs. PtSel can harness multiple GPUs and can process multiple patches simultaneously. The workload is divided into same size chunks (i.e., collections of patches) equal to the number of GPUs. Each GPU processes its own share of the workload independently and coordination between the GPUs is not required.

3.3 Parallel Temporal Coherence Computation

Temporal arc coherence computation is the most time consuming operation (over 90% of the time). This kernel generates on the fly the network consisting of \( \binom{n}{2} \) interferograms from \( n \) input interferograms as well as computing arc coherences (as described in §2.3).

GPUs are used efficiently when the application offers massive parallelism (i.e., thousands of threads) that allows hiding memory access latency. We have identified two parallelization approaches for combined interferogram network generation and temporal coherence computation, namely, window-parallel and arc-parallel.

Window-parallel Approach. In the window-parallel approach, each pixel in a patch is mapped to a GPU thread (Fig. 5). Parallelism is achieved across pixels as each thread

The access pattern on the input data for spatio-temporal processing, i.e., interferogram generation and visiting nearby neighbours, resembles that of a 3D array. The resulting strided accesses may cause non-coalesced memory accesses on the GPU.

Limits to Exposed Parallelism. The number of parallel threads the window-parallel approach can exploit is limited by the spatial dimension (i.e., the area) of a patch. Typical workloads (a network consists of thousands of interferograms) lead to up to a roughly 500×500 pixels patch on a GPU with 6GB memory. For GPUs with a smaller amount of memory or for deeper interferogram stacks, we need a solution that exposes more parallelism.

Arc-parallel Approach. The arc-parallel approach exploits finer granular parallelism at the arc level. As interferogram generation and temporal coherence of any two arcs can be computed independently, the arc-parallel approach, maps each arc to a GPU thread to compute temporal coherence in parallel. We have explored two variants of this technique:

Arc-parallel-A aims to optimize for maximal memory coalescing. In CUDA, requests to the device memory from the 32 threads in a warp can be grouped into a single memory transaction as long as the requested addresses are aligned. Reducing the number of memory transactions means lowering the chance of stalls due to threads waiting for data. Arc-parallel-A leverages this feature of GPUs and exploits a structure of arrays (SOA) to store the image data so that a warp mapped to 32 consecutive arcs always accesses 32 consecutive indices in the SOA. This allows eliminating strided accesses to the 3D array at a cost of a larger memory footprint. Although, this approach guarantees memory coalescing, it

![Fig. 4. High-level illustration of the PtSel GPU implementation showing tasks at the host and the primary GPU kernels.](image)

![Fig. 5. GPU thread mapping in window and arc-parallel approaches.](image)
increases memory footprint and traffic due to introduced data redundancy as the same pixel appears multiple times in the input data source, once for each of its neighbours.

**Arc-parallel-B** aims to improve locality as each pixel is shared by multiple arcs, equal to \(2 \times \text{number of neighbours in a search window} \times \binom{n}{2} \) (without the half-window technique). This indicates that temporal coherence computation can benefit from improved locality. The size of the L1 cache on each streaming multiprocessor is 64KB (shared with the block level shared memory). Kepler GPUs also have larger 1.5MB L2 cache shared by all the streaming multiprocessors.

In order to improve data locality, arc-parallel-B employs an innovative arc-to-thread mapping scheme to enhance L2 caching; arcs are grouped so that each group forms a (partially) complete graph (K9 complete graph [20] minus four edges) consisting of 32 edges (Fig. 7(c)). These 32 arcs are mapped to 32 consecutive threads in a warp.

Fig. 7. illustrates the idea using three arcs-sharing common pixels. Fig. 7(a) shows naïve ways of mapping arcs to threads. Fig. 7(b) shown how threads are mapped to arcs in arc-parallel-B. It is highly likely that Thread 2, mapped to the arc (1, 2), can read all the data, already requested by the other two threads, from the L2 cache. The objective is to reduce stalls at the warp level due to data requests to the device memory through improving cache hit rate.

**Common Optimization 1: Eliminating redundant computation.** Two adjacent pixels' search windows overlap and they share a common arc (Fig. 6(a)). In a naïve implementation this arc coherence is computed twice, once for each window. We use an optimization technique, which we dub half-window, where we only compute arc coherence for the pixel with the smaller index in an arc.

As a result of this optimization, multiple threads cooperatively compute the arc coherences of all the neighbours of a pixel. It is not possible to determine the maximum temporal arc coherence for a pixel until all the threads in the kernel have completed. Therefore, a barrier is needed before the reduction operation. To implement this synchronization without atomic operations, we use a separate GPU kernel to perform the max-reduction operation.

**Common Optimization 2: Hiding memory operation latency by overlapping communication with computation.** Processing a patch requires copying patch data from the host to the GPU memory and copying back output. These communications happen over the high latency PCIe-bus. We therefore, resort to CUDA’s asynchronous memory copy feature to hide communication latency by overlapping memory operations with computation. Concurrent operations are assigned to separate CUDA streams. For example, assume temporal_coherence_compute (K1) kernel operates on a patch \(k \times \text{max_reduction} \) (K2) uses output produced by K1. As soon as K1 finishes, k is deleted from the GPU memory and we start copying the next patch (\(k+1\)) to the GPU and launch K1 concurrently on a separate stream.

### Evaluation Environment and Tools

Table 2 shows the two servers we have used for our experiments. On both systems, the CPU code was compiled with gcc-4.8.3 with -O3 flag and the GPU code with CUDA 6.5 for compute capability 3.5. All the available CPU threads on both systems were used. Each CUDA kernel is configured to have 512 threads per block, since this configuration showed better performance for typical workloads.

![Fig. 7. Arc grouping and arc-to-thread mapping in arc-parallel-B.](image)

We have used a real-world dataset that is 3260-pixel wide and 2680 pixels high and has 60 interferograms; hence, there are \(60 \times 1830\) or 1830 pairs in the interferogram network. The shape of the search window and the patch is a square, so we only refer to their respective widths.

We used perf tools [21] and Intel Performance Counter Monitor (PCM) [22] for collecting CPU and nvprof [23] for GPU performance monitoring unit (PMU) event measurements.

<table>
<thead>
<tr>
<th>System A</th>
<th>System B</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>2x Intel Xeon E5 2650 v2 (Ivy Bridge) @2.6GHz</td>
</tr>
<tr>
<td>CPU core count</td>
<td>16 cores (32 threads)</td>
</tr>
<tr>
<td>GPU last level cache</td>
<td>40MB L3</td>
</tr>
<tr>
<td>System memory</td>
<td>DDR3 - 256GB</td>
</tr>
<tr>
<td>GPU</td>
<td>4x Nvidia GeForce GTX TITAN (GK110)</td>
</tr>
<tr>
<td>Multiprocessors (SMX)</td>
<td>14</td>
</tr>
<tr>
<td>GPU core count</td>
<td>2688 @837MHz</td>
</tr>
<tr>
<td>GPU thread count</td>
<td>2048/SMX</td>
</tr>
<tr>
<td>GPU last level cache</td>
<td>1.5MB L2</td>
</tr>
<tr>
<td>GPU memory</td>
<td>GDDR5 - 6GB</td>
</tr>
</tbody>
</table>
5 Using the Roofline Model to Understand PtSel Kernel Performance

This section focuses on the performance on the PtSel kernel while the next section focuses on the performance and quality of the end-to-end solution. We evaluate the performance of PtSel kernel on the Superscalar -CPU and the many-core -GPU. Using the well known Roofline Model [13], we determine peak performance on the two platforms. Based on the findings of our analysis, we present a discussion justifying the CPU as the architecture of choice to accelerate PtSel. Additionally, we utilize profiling tools to measure performance influencing properties not captured by the roofline analysis.

5.1 The Roofline Model

The roofline model [13] was originally proposed as a utility to visualize performance bounds of an application on a processing platform. The roofline model establishes relation between peak performance, e.g., floating point operations per second, and the operational intensity (OI) of an application: the ratio of its generated work units (FLOP-count in our case) to bytes read from memory (in our case main memory). The model plots on a log-log scale the measured performance against its operational intensity. Peak performance for a platform is computed as:

\[
\text{Peak performance (GFLOP/s)} = \min \left( \text{Peak GFLOP/s of the platform, peak memory bandwidth (GB/s) of the platform} \times \text{operational intensity (FLOPs/bytes)} \right)
\]

This equation leads to the roofline-like curve in the figures in this section.

5.2 Roofline Analysis of the CPU Kernel

The System. The two CPU sockets on System A have a combined peak 333GFLOP/s double precision and 665GFLOP/s single precision floating point performance as the Intel Ivy Bridge architecture features a 16 lane wide SIMD unit per CPU core and enables up to 8 double or 16 single precision floating point operations per cycle. The peak FLOP-rate of the CPU system is calculated as follows (assuming efficient use of the SIMD units):

\[
\text{Peak FLOP/s} = \text{total number of CPU cores} \times \text{frequency of a CPU core} \times \text{maximum floating point instructions per cycle}
\]

Tools. We estimate the number of executed floating point operations using the perf CPU profiler (using FP_COMP_OPS_EXE PMU events). Although PMU events like MEM_UOPS_RETIRED and MEM_LOAD_UOPS_RETIRED are aimed at measuring ‘load’ and ‘store’ instruction counts, they are not well-suited for measuring off-chip memory activity such as data traffic generated by the application to the DRAM as these counters may include other measurements, like load operations performed as a result of prefetching. To this end, we use Intel Performance Counter Monitor which allows measuring data traffic directly at the memory controller.

Roofline Analysis. Fig. 8 is the roofline analysis of the CPU implementation. In §2.4, we established that the lower bound (no-cache) operational intensity for PtSel is 1.5FLOPs/byte. This leads to an attainable peak performance of 88.5GFLOP/s on the roofline plot.

The operational intensity of an application could be workload dependent [13]. Dense Matrix Multiplication and FFT are examples of applications that have such property. Cache efficiency can be influenced by the workload size, e.g., matrix dimension, skewing the operational intensity with changing workload. In §2.4, we have shown that with caching, the operational intensity of PtSel is workload dependent. To verify this empirically, we have determined operational intensity for three different workloads (Table 3) on the CPU. Fig. 8 shows roofline plot for three different workloads. The workloads differ across interferogram network size and search window size. The experiment considers a single patch of width 500 pixels instead of the entire image.

<table>
<thead>
<tr>
<th>Workload</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interferogram network size</td>
<td>161/2</td>
<td>161/2</td>
<td>161/2</td>
</tr>
<tr>
<td>Search window width (pixels)</td>
<td>51</td>
<td>51</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3. Workloads used for CPU roofline analysis.

Table 4. Operational intensities predicted by the analytical model for workload A. Cache miss rates for the non-zero-cache scenarios in §2.4 are shown too.

<table>
<thead>
<tr>
<th>Olsc</th>
<th>Olsc</th>
<th>Ol (m = 3.3e-4)</th>
<th>Ol (m = .0013)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>624,240</td>
<td>4,590</td>
<td>118.4</td>
</tr>
</tbody>
</table>

Workload A has a larger or equal size interferogram network and search window compared to workloads B and C. For workload A, computation load along both spatial and temporal dimensions are high. As a result, higher number of strided accesses are required for spatio-temporal processing. Hence, workload A is the least successful in utilizing on-die caches as indicated by the low operational intensity (345) it achieves. Although workloads B and C differ in terms of the size of the interferogram network and search window, both achieve similar operational intensity, 819 and 846 respectively. Due to smaller interferogram network and search window size respectively, both B and C issue a lot fewer load requests to the memory sub-system. Additionally, biased compute load along either spatial or temporal dimension results in less strided accesses compared to workload A, locality is preserved and the caches are better utilized.

This empirical evidence validates our analytical model in §2.4, where we showed that on a real system, operational intensity for PtSel can be very high. The model correctly predicts that operation intensity is workload dependent. Also, it can determine bounds for the operational intensity: on a real system, operational intensity for the three different workloads fall between the two non-zero-cache scenarios discussed in §2.4, enduring low and high miss rates respectively (see Table 4).

Average sustained processing rate on the CPU is 45GFLOP/s. Sustained performance is lower than what is attainable (88GFLOP/s) for the lower bound OI as suggested by the roofline plot. Given that the application code considers only scalar operations, this is not surprising. Ivy Bridge CPUs can do one floating point operation per cycle.
The peak for scalar only floating point operations is about 41GFLOPs. Below we explain why sustained performance is slightly higher than the peak scalar performance.

**Explaining Performance Bounds.** Performance close to the peak is only attainable when the SIMD instructions are properly utilized. Application code relying on scalar instructions can only offer limited throughput (16x lower than SIMD). Efficient use of SIMD instructions however is challenging. The learning curve is steep: lack of high level APIs and wrappers require low level understanding of the instruction set.

Profiling shows that, by default, the implementation of gcc math library performs some vector (packed double) operations on our system. The application code performs only single precision scalar operations. Hence, the compiled code is a mixture of single and double precision floating point instructions and executes both scalar and vector floating point operations at run time. This explains why sustained performance (FLOP-rate) is slightly higher than peak single precision scalar floating point performance of the platform.

Apart from instruction level parallelism, there are many other influencing factors that heavily impact performance of an application on a CPU system. Irregular data accesses often cause inefficient hardware perfection which in turn cause cache pollution, negatively effecting performance of a cache sensitive application. Inefficiency of out-of-order execution, for example due to excessive branch miss predictions, causes pipeline stalls leading to dwindled instruction throughput.

### 5.3 Roofline Analysis of the GPU Kernel

**The System.** Peak single precision floating point performance of a GPU on System A is 4.5TFLOP/s. As the GPU supports fused multiply-add (FMA) instructions, peak FLOP-rate of a GPU is calculated as follows: **Peak FLOP/s = total number of GPU cores × frequency of a GPU core × 2**

**Tools.** We measured actual number of floating point operations and bytes read from GPU device memory using the nvprof GPU profiler (using flop_count_sp, and dram_read_throughput PMU events respectively).

**Roofline Analysis.** Fig. 9 shows roofline plots for window-parallel (WP) and arc-parallel-B (APB) GPU implementations. The workloads used for CPU analysis cause the GPU PMU counters to overflow. Hence, we use a smaller the workload: there are 15 input interferograms, patch width is 300 and search window width is 21 pixels.

Without optimizations for locality, we expect PtSel to achieve a lower operational intensity on the GPU as it has a much smaller last level cache. Achieved OI for WP and APB are 15 and 771 respectively.

Although arc-parallel-A (APA) ensures 100% coalesced memory accesses, the data redundancy significantly increases memory traffic on the device. This overshadows the advantage of additional parallelism and aligned memory accesses and, unfortunately, does not improve performance over WP. Therefore, we do not discuss APA in the rest of the paper.

When the size of the patch is small, WP lacks the massive parallelism of the arc-parallel approach. This is the likely explanation for the limited sustained performance observed: the roofline model suggests that for an OI of 15 the application is compute-bound, however the sustained performance is only 339GFLOPs.

APB’s design aims to harness superior parallelism and take advantage of the better data locality. Performance numbers clearly demonstrate the design choices made by APB were in the right direction. The arc ordering that APB follows, significantly improves data locality, hence caching on the GPU and therefore, reduce data traffic to the device memory. L2 cache hit rate is 42% better compared to that of WP. Sustained performance by APB is 654GFLOP/s.

**PtSel** GPU implementations take advantage of fused multiply-add (FMA) instructions available on modern GPUs. In the case of APB, about half of the total floating point instructions are FMA instructions and for WP, one third of the total floating instructions are FMA instructions.

Fig. 8. CPU roofline analysis: on the x-axis is operational intensity and on the y-axis is performance in GFLOPs, both on log scale. The compute bound region has a dark background. The plot shows rooflines for peak single (Peak SP) and double (Peak DP) precision vector operations, and single precision scalar operations (Scalar Peak SP). OI and attainable or sustained performance for the lower bound and three workloads are shown. The bullet points indicate sustained performance for each specific workload.

Fig. 9. GPU roofline analysis: on the x-axis is operational intensity and on the y-axis is performance in GFLOP/s. Attainable and sustained performance for lower bound and observed operational intensity are shown separately.
Explaining Observed Performance Bounds. Many of the performance influencing properties are not captured by the roofline plot, therefore, we collect per kernel GPU PMU event statistics to better explain performance.

Nvidia GK110 architecture allows a single thread to use up to 255 registers and 16 concurrent thread-blocks per-SMX. Given the fixed number of registers per-SMX, high per-thread register usage condenses the number of concurrent thread-blocks and negatively affects overall parallelism and application throughput.

Profiling of the temporal coherence compute kernel shows that PtSel incurs high register usage, 38 registers per thread. This means for a 512 threads per block configuration, 512×38 = 19,456 registers will be used by each block. Each multiprocessor has 65,536 registers meaning at most three concurrent thread-blocks per multiprocessor. This is one of the reasons why sustained performance of PtSel on the GPU is far from the platform’s peak.

Note that it is not surprising that the CPU and the GPU solutions are far from reaching respective platform’s peak; sustained performance of most real-world applications is usually no more than 20% of a platform’s peak [24].

5.4 Justifying the Use of GPUs to Accelerate PtSel
In this section, we argue why we opted for a GPU implementation without attempting a SIMD implementation for the CPU.

Performance. In theory, a SIMD CPU implementation could offer at most 16x speedup (with respect to FLOP-rate) over a scalar implementation. However, linear speedup with SIMD width is rarely observed in practice. More importantly, according to the roofline plot, even the lower bound of operational intensity (assuming no caching), on a GPU yields 432 GFLOP/s attainable performance; within 65% of the CPU peak of 665 GFLOP/s.

Programmability. Unlike SIMT on GPUs, SIMD does not execute instructions in parallel if a divergent branch exists, and the execution of the entire unit is serialized. SIMD has strict data alignment and branch condition requirements. Furthermore, we found that in order to satisfy boundary conditions and corner cases, for the SIMD to work efficiently, the implementation would require developing multiple stencil operators. This is much more challenging than developing code for SIMT which is better at tolerating divergent branches and unaligned data and still perform parallel execution. OpenMP’s MIMD execution model exposes flexible interface for fast development for multi-core processors. However, extracting maximum performance requires good knowledge of the NUMA architecture commonly adopted by modern multi-core processors. In our experience NUMA-aware programming is more challenging than writing CUDA code.

These are the reasons behind our option for a GPU implementation instead of attempting a SIMD or NUMA-aware CPU implementation. Furthermore, as it is possible to achieve linear speedup with increasing GPU count (see §6.2), adding more GPUs to a system provides a cheaper alternative to scale capacity than assembling a new system with more CPU sockets.

6 End-to-End Evaluation
We evaluate the end-to-end performance and the quality of the solution proposed. On the one side we compare CPU and GPU implementations with respect to time-to-solution, scalability and energy efficiency. On the other side we compare PtSel with the widely-used PSI software package StaMPS and highlight the quality of the solution offered in terms of point section accuracy.

Unless otherwise specified, an experiment was performed on System A, the workload has all 60 interferograms and arc-parallel-B GPU implementation was used. All the reported GPU time-to-solution include time to copy data from the host to the GPU and copying back output to the host memory.

6.1 Comparison of Time-to-Solution
The original objective of this project was to improve the time-to-solution of PtSel so it can be used in the production settings. Fig. 10 depicts time-to-solution for the CPU and the GPU solutions. Here, the search window and patch width are 51 and 400 pixels respectively. CPU experiments were performed both on System A and B using all the available CPU threads, while the GPU results are for a single GPU on System A.

The performance advantage of the arc-parallel-B GPU kernel is attributed to creating group of arcs following the pattern described earlier. Unfortunately, this step is not cost-free and is currently this is performed on the CPU as parallelizing this step is difficult. Fig. 10 shows a breakdown of time-to-solution. The figure separates kernel execution time and the other operations, e.g., memory copy.

![Fig. 10. Comparison of time-to-solution: GPU results are shown separately for better visibility (right). ‘Other’ refers to time spent in operations other than core PtSel kernel execution. ‘k Threads’ refers to the number of CPU threads used.](image1.png)

![Fig. 11. CPU vs. GPU time-to-solution for different number of input interferograms (left y-axis). Speedup on GPU over CPU on the right y-axis.](image2.png)
between the host and the accelerator and kernel preprocessing. The time spent in memory copy operations is the same for all the kernels and negligible. (about half a second where kernel execution time is in the order of minutes). As we can see, the arc-parallel-B only spends a little over half of the total time in executing the GPU kernel while rest of the time is spent in preprocessing on the host, i.e., re-ordering the arcs. Window-parallel is free of such preprocessing overhead and as a result of which (for the given parameters) arc-parallel-B is only 1.03x faster with respect time-to-solution. Both the GPU solutions are about 18x and faster than the CPU solution on the dual-CPU system and about 6.7x faster than the CPU solution on the quad-CPU system.

Additionally, the arc-parallel technique also has a larger memory footprint. For the largest workload, on System A, arc-parallel allows us to have patches with maximum width 400 pixels, whereas window-parallel can accommodate a patch with width 500 pixels. The next section studies the impact of patch size on performance.

### 6.2 Scalability with Respect to Workloads and Application Parameters

**Number of Interferograms.** Fig. 11 compares time-to-solution of the CPU and the GPU implementation for different workload sizes (i.e., varying number of input interferograms). Here, the search window and patch width are fixed to 51 and 400 pixels respectively. On System A, the CPU implementation takes about 33 hours to process the largest workload, whereas the GPU implementation takes about 1 hour and 55 minutes on a single GPU and 31 minutes on four GPUs; offering about 18x and 65x speedup respectively. On average, the CPU implementation takes 33 minutes to process a single patch, whereas using four GPUs, four patches are processed in about two minutes. The GPU implementation scales almost linearly with increasing workload and GPU count.

Note that, unlike the GPU implementation, the CPU implementation actually does not compute all the arcs throughout the interferogram network: a thread stops computing further arcs if it has already found one whose coherence is greater than or equal to the threshold (0.71). Without this optimization, the CPU implementation performs a lot worse.

**Search Window Size.** In §2.3, we discussed the significance of the search window size: this allows a pixel to consider neighbours at a greater distance at the cost of increased number of arc coherence computations. Fig. 12 compares the time-to-solution of the CPU and GPU implementations for different search window sizes. Here, the patch width is fixed to 400 pixels. For smaller window sizes, speedup over CPU steadily increases but it drops slightly at width 51 and plateaus beyond that. A plausible explanation of this behavior is the following: Threads created by the arc-parallel approach increases with increasing patch and search window size. At the physical level, a GPU can only run a fixed number of threads simultaneously. Threads that are not scheduled to run in parallel are scheduled sequentially. Hence, excessive thread creation might not yield any advantage. For the largest search window, the GPU implementation is about 18x faster than the CPU implementation. For the smallest search window, the GPU have the least advantage. This is because with larger windows, in addition to increased computation the advantage of the large CPU cache starts to diminish and the frequency of request to the slower main memory increases.

**Patch Size.** Next, we study influence of the patch size on time-to-solution. A smaller patch size has a number of drawbacks: It causes increased number of patches; this in turn elevates the frequency of copying data back and forth between the host and the GPU. Since, adjacent patches partially overlap and share common pixels along the patch boundary, it also increases the amount of data redundantly copied on to the GPU memory. Furthermore, decreasing the patch size also decreases the number of GPU threads that would be used to process the patch which may underutilize available parallelism.

Fig. 13 compares time-to-solution for different patch sizes on System B which has enough GPU memory to accommodate a patch that is 600 pixels wide. Here, the search window width is fixed to 51 pixels. As we can see, for window-parallel, performance improves with increasing patch size. In addition to reduced frequency of communication between the host and the GPU, window-parallel benefits from higher number of threads being exploited by a larger patch. Results for arc-parallel, however, are rather interesting. For the chosen parameters, performance decreases with increasing patch size. Following explains this behavior: With a very large search window and a large patch

![Fig. 12. CPU vs GPU time-to-solution for different search window sizes (left y-axis). Speedup on GPU over CPU on the right y-axis.](image)

![Fig. 13. Comparison of time-to-solution of the GPU solutions for different patch sizes.](image)
size, the number of threads arc-parallel deploys may increase significantly and a GPU can only execute a fixed number of physical threads simultaneously. The overhead of managing excessive number of threads surpasses the advantage of arc-parallel’s ability to exploit more threads. However, arc-parallel-B performance will increase on the future GPUs that promise more parallelism at the hardware level (more physical cores or threads).

If the entire workload fits in the main memory, for the CPU solution, it is possible to process the image without creating patches. On System B it takes about 11 hours to process the workload in §6.1 without creating patches, an hour less compared to creating 400×400 pixels patches.

6.3 CPU vs. GPU: Energy Profile

We measure energy consumption of the CPU and GPU implementations on System A, for the largest workload as in §6.2. Power (watts) is measured at the wall outlet using a WattsUP meter which collects samples at one second intervals [25]. Thermal design power ratings for the CPU is 95W, the GPU is 250W and loaded power rating for the DDR3-1333/1600 256 GB memory is about 80W. Idle system power is about 280W (including GPU idle power which is about 20W per GPU). Average power consumption by the CPU and the GPU solutions are 401W and 893W respectively. Given the time they require to reach completion, power usage by the CPU implementation is 13.23 kilowatt hour. When using four GPUs, the window-parallel GPU implementation measures to only 0.46 kilowatt hour, a 28x improvement over the CPU implementation.

6.4 Verifying Point Selection Quality

Methodology and Experiments. In order to verify the PS pixel selection quality of PtSel, we used StaMPS [14] – a widely-used open-source software for PSI analysis. StaMPS PSI technique is based on [12]. While there exist other sophisticated PS-InSAR techniques such as Small Baselines [29] and SqueeSAR [30] which could provide a baseline for comparison, their applicability to large datasets are limited by slow processing.

We compare PSI results produced by StaMPS with and without introducing PtSel to the standard processing chain. Two ENVISAT ASAR datasets representing two different environments were considered for the evaluation: 1. An urban area over the City of Los Angeles and surroundings, and 2. The rural vicinity of the San Joaquin area in California consisting of several mines, mountains and a lot of vegetation (Table 5). We perform end-to-end processing for each dataset, i.e., from interferogram creation to producing the final deformation map indicating average linear deformation velocity (mm/year).

The interferograms are created using DORIS InSAR processor [26], We used the ENVISAT Precise Orbits from DEOS [27] and the NED/DEM from the US Geological Survey (USGS) [28].

To verify effects of PtSel processing, we use PtSel generated coherence map to spatially filter the interferograms. The filter replaces each pixel data (a phasor) in each of the original interferograms by the average of the phasors of its neighbouring pixels (in the same interferogram), where the phasor of a neighbour is weighted by its coherence found in the PtSel generated coherence map. The filter considers the neighbours in the same distance as used by PtSel to generate the coherence map. The filtered interferograms are used as the input to the StaMPS’s PS candidate selection module and the rest of StaMPS’s standard PSI procedures are applied to obtain the final deformation map (Fig. 14). We produced PtSel coherence maps for two different search window sizes, 11×11 and 35×35 pixels, for each of the datasets in Table 5.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Satellite orbit path</th>
<th>Track</th>
<th>#Interferograms</th>
<th>Dimension (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Los Angeles (urban)</td>
<td>Ascending</td>
<td>392</td>
<td>31</td>
<td>2500×15000</td>
</tr>
<tr>
<td>San Joaquin (rural)</td>
<td>Descending</td>
<td>485</td>
<td>67</td>
<td>3000×15000</td>
</tr>
</tbody>
</table>

Results and Discussion. We have obtained three sets of results for each dataset: Directly applying StaMPS PSI without using PtSel; and using PtSel with a 11×11 and, respectively, 35×35 pixels search window.

Table 6 summarizes the results for the following metrics: the number of PS identified, linear deformation detected (mm/year): maximum uplift and subsidence. The visual line-of-sight linear deformation velocity for both datasets these all three experiments are shown in Fig. 15 and Fig. 16 and respectively. We observe the following:

- Importantly PtSel increases the number of final PS in both urban and rural datasets: about 2X for Los Angeles and 1.5x in the case of San Joaquin.
- PtSel offers superior coverage in areas where the original method offered no coverage. PtSel was able unearth points with varying deformation signals in wide areas ignored by standard StaMPS processing (notice the areas inside the red boxes in Fig. 15 and Fig. 16).
- The larger the neighbour search window, the smoother the detected deformation signal is. A smaller search window, on the other hand, is better at preserving the deformation patterns effecting smaller extents (the areas within the black boxes in Fig. 15).
- Linear deformation velocity measurements are mostly comparable except for the PtSel 11×11 pixels search window for the San Joaquin dataset, which is showing higher deformation rate (Fig. 15(b)). Given that there exists no ground truth, more analysis is required to understand the difference in results, a candidate for our future work with our collaborators.
Table 6. Result summary – number of PS identified, and linear deformation detected: maximum up-lift and subsidence for three different experiments.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Standard StaMPS</th>
<th>PtSel + StaMPS - 11x11 pix. s/w</th>
<th>PtSel + StaMPS - 35x35 pix. s/w</th>
</tr>
</thead>
<tbody>
<tr>
<td>Los Angeles</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># PS identified</td>
<td>374095</td>
<td>626982</td>
<td>724320</td>
</tr>
<tr>
<td>Max. up-lift</td>
<td>10.96</td>
<td>11.05</td>
<td>10.66</td>
</tr>
<tr>
<td>Max. subsid.</td>
<td>10.96</td>
<td>11.11</td>
<td>10.69</td>
</tr>
<tr>
<td>San Joaquin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td># PS identified</td>
<td>212741</td>
<td>286776</td>
<td>323686</td>
</tr>
<tr>
<td>Max. up-lift</td>
<td>8.7</td>
<td>10.8</td>
<td>7.97</td>
</tr>
<tr>
<td>Max. subsid.</td>
<td>28.15</td>
<td>33.2</td>
<td>28.38</td>
</tr>
</tbody>
</table>

Table 7. Common points identified by StaMPS and PtSel.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>PtSel 11x11 pix. s/w</th>
<th>PtSel 35x35 pix. s/w</th>
</tr>
</thead>
<tbody>
<tr>
<td>Los Angeles</td>
<td>66.05 %</td>
<td>70.31 %</td>
</tr>
<tr>
<td>San Joaquin</td>
<td>75.37 %</td>
<td>79.95 %</td>
</tr>
</tbody>
</table>

7 SUMMARY

This paper presents a new algorithm, PtSel, for the persistent scatterer selection problem. The proposed solution is free of model assumptions as required by most existing techniques. PtSel aims for acceleration both in terms of time-to-solution and PS coverage, and its design choices where conceived accordingly.

Motivated by the parallelism it exposes, we have implemented PtSel for GPUs. The GPU implementation not only offers superior performance but also scales linearly with...
increasing GPU count and workload size. On a single consumer grade GPU, it offers 18x speedup over a parallel CPU implementation, while four GPUs offer 65x speedup. We also demonstrate a data-to-thread mapping technique which is effective for deep interferogram networks. Although the power rating of the CPU is half of the GPU, GPUs deliver 28x better energy usage.

Comparison with the popular StAMPS package highlights PtSel’s ability to increase the spatial PS coverage while keeping the precision of the final result comparable. This is critical in natural environments, where vegetation rapidly decorrelates SAR signal. Volcanoes and mines are found in rural terrains which PtSel can help to monitor with higher precision by increasing the number of the resulting PS points. PtSel’s current design sacrifices isolated targets with unique models, distinct from all their neighbours. However, these types of points are rarely in the majority of the landscapes and environments we have observed in practice.
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