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Abstract—The application of distributed space-time coding schemes in a simulcast network is considered, and a key challenge is addressed which arises in the downlink: Since the local oscillators employed at the individual transmitting nodes may independently differ from the nominal carrier frequency, frequency offsets will occur between the individual transmission signals. The influence of these frequency offsets on the performance of a specific distributed space-time coding scheme is investigated, and both simulative and analytical results are presented. Appropriate receiver-sided counter measures are considered and possibilities are discussed to estimate the occurring frequency offsets at the receiver.
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I. INTRODUCTION

In wireless communications, system performance is often limited by fading, caused by non-constructive interference due to multipath signal propagation. Counter measures, that exploit some sort of diversity, significantly improve performance.

In this context, the application of multiple transmit (Tx) and/or multiple receive (Rx) antennas has recently gained much interest [1]. Utilizing the benefits of spatial diversity, multiple antenna systems promise large gains over conventional (1x1)-systems with only one Tx and one Rx antenna - especially in rich scattering environments. Spatial diversity results from the fact that the individual transmission paths from the Tx antennas to the Rx antennas are likely to fade independently, i.e., the probability that all paths are degraded at the same time is significantly smaller than the probability that a single transmission path is in a deep fade.

In a multiple antenna system, signal processing is not only performed in the time domain, but also in the spatial domain, i.e., across the individual Tx and Rx antennas. Space-time codes (STCs) for multiple antenna systems, such as space-time trellis codes (STTCs) (e.g. [2],[3]) and space-time block codes (STBCs) (e.g. [4],[5]), yield an additional diversity and/or coding gain compared to the (1x1)-system. With STCs, multiple antennas are only required at the transmitter, whereas multiple Rx antennas are optional.

The concept of multiple antennas may be transferred to cooperative wireless networks, in which multiple (single-antenna) nodes cooperate in order to realize a joint transmission strategy. Just as in a multiple-antenna system, the nodes may exploit spatial diversity by sharing their antennas in the context of a distributed STC scheme (‘cooperative diversity’). Examples for cooperative wireless networks include simulcast networks (e.g. [6],[7]) and relay-assisted networks (e.g. [8]-[10]).

Simulcast networks are, for example, employed for broadcasting or for paging applications, i.e., either when many mobile users shall be served simultaneously or when the position of a single desired user is unknown. Conventionally, several serving nodes simultaneously transmit the same signal using the same carrier frequency. In cellular networks, simulcasting may be used in areas that are served by multiple base stations in order to reduce the probability of shadowing. However, conventional simulcasting does not yield a diversity gain [6].

In a relay-assisted network, the transmitted signal of a certain source node, e.g., a mobile station, is received by several relay nodes, which then forward the signal to a certain destination node. Relaying may either be performed by fixed stations or by other mobile stations, as in [8]. Application examples include cellular systems, sensor networks, and ad-hoc networks.

Distributed STC techniques are suitable both for simulcast networks and for relay-assisted networks. In particular, a relay-assisted network may be viewed as a special type of simulcast network, if only a few transmission errors occur between the source node and the relay nodes and if the individual relays simultaneously transmit on the same carrier frequency.

Within the scope of this paper, the focus is on simulcast networks. A key challenge shall be addressed that arises in the downlink: The local oscillators (LOs) employed at the individual transmitting nodes may independently differ from the nominal carrier frequency $f_c$, because a coupling between the LOs cannot be presumed. Due to this, frequency offsets with respect to $f_c$ will occur between the individual transmission signals.

The paper is organized as follows: Section II introduces the topology of the simulcast network as well as the class of STC schemes considered throughout this paper. Focus is on the well-known Alamouti scheme for two Tx antennas [11],[12].

In Section III, it is shown that the orthogonality of the Alamouti scheme is lost in the presence of frequency offsets (see also [13]), which causes severe performance degradations if no counter measures are applied. Three different receiver concepts are considered and their performance is determined on the basis of simulative and analytical results:

(i) Conventional Alamouti detection using the hermitian conjugate of the equivalent orthogonal channel matrix.

(ii) Zero-forcing detection using the inverse of the equivalent orthogonal channel matrix.

(iii) Maximum-likelihood detection.

In this context, the following scenarios are addressed:

(a) The occurring frequency offsets are perfectly known at the receiver.

(b) Non-perfect estimates of the frequency offsets are available at the receiver.
Throughout the paper, the normalized frequency offset

\[ \zeta_{\nu} \doteq \Delta f_{\nu} T \]  

is of interest, where \( T \) denotes the symbol duration. It is assumed here that \( |\zeta_{\nu}| \leq 0.04 \) for all \( \nu \), which appears to be relevant for most practical wireless communication systems.

### III. Influence of the Frequency Offsets

In this section, the influence of the frequency offsets introduced by the individual transmitting nodes shall be investigated on the basis of a distributed Alamouti scheme (\( N = 2 \)). To start with, the Alamouti scheme is briefly reviewed. Throughout this paper, the equivalent complex baseband representation is used.

#### A. Review of the Alamouti Scheme

The Alamouti scheme [11] was designed for quasi-static frequency-flat fading channels. In the Alamouti scheme, \( M \)-ary data symbols are processed as pairs \([x[k], x[k+1]]\) and transmitted over two antennas according to

\[
\mathbf{A}[k] \doteq \begin{bmatrix} x[k] & -x^*[k+1] \\ x[k+1] & x^*[k] \end{bmatrix} \quad \text{Time index } k
\]

\[
\quad \uparrow \quad \uparrow
\]

Antenna 1 Antenna 2

(3)

where \((.)^*\) denotes complex conjugation\(^1\). The Alamouti matrix \(\mathbf{A}[k]\) is orthogonal and

\[
\mathbf{A}^H[k] \mathbf{A}[k] = (|x[k]|^2 + |x[k+1]|^2) \mathbf{I}_2 ,
\]

(4)

where \(\mathbf{A}^H[k]\) is the hermitian conjugate of \(\mathbf{A}[k]\), and \(\mathbf{I}_2\) is the identity matrix of size \((2 \times 2)\).

Given a quasi-static frequency-flat fading channel, each transmission path from Tx antenna \(\nu\) (\(\nu = 1, 2\)) to the Rx antenna can be modeled by means of a single complex-valued channel coefficient \(h_{\nu}\), which is constant over the duration of an entire data block. Taking into account the space-time mapping according to the Alamouti matrix \(\mathbf{A}[k]\), the received symbols \(y[k]\) and \(y[k+1]\) are given by the following matrix equation [16, Ch. 7.3.2]:

\[
\begin{bmatrix} y[k] \\ y^*[k+1] \end{bmatrix} = c \begin{bmatrix} h_1 & -h_2 \\ h_2^* & h_1^* \end{bmatrix} \begin{bmatrix} x[k] \\ x^*[k+1] \end{bmatrix} + \begin{bmatrix} n[k] \\ n^*[k+1] \end{bmatrix},
\]

(5)

where \(c > 0\) is a real-valued normalization factor\(^2\) and \(n[k]\) and \(n^*[k+1]\) denote samples of a complex additive white Gaussian noise process with variance \(\sigma_n^2\).

---

\(^1\)In this paper, the transposed of the original matrix [11] is used.

\(^2\)For a fair comparison with a \((1 \times 1)\)-system, the overall transmitted power should be normalized with respect to the number of Tx antennas used, i.e., \(c\) should be chosen as \(c \doteq 1/\sqrt{2}\).
noise (AWGN) process with zero mean and variance $\sigma^2_n$, taken at time index $k$ and $k+1$, respectively. The equivalent ($2 \times 2$) channel matrix $H_{eq}$ is orthogonal, which is due to the orthogonality of the Alamouti matrix $A[k]$. This property enables maximum-ratio combining (MRC) at the receiver by means of the following simple matrix multiplication, provided that the channel coefficients are perfectly known:

$$z[k] \doteq H_{eq}^H y[k] = c H_{eq}^H H_{eq} x[k] + H_{eq}^H n[k], \quad \text{where}$$

$$H_{eq}^H H_{eq} = \begin{pmatrix} |h_1|^2 + |h_2|^2 \end{pmatrix} I_2 \doteq \Theta$$

and $z[k] \doteq [z[k], z^*[k+1]]^T$ denotes the soft estimate of $x[k]$. As can be seen, the orthogonality of $H_{eq}$ leads to a decoupling of $x[k]$ and $x[k+1]$ in terms of independent soft estimates $z[k]$ and $z[k+1]$. Due to the diagonal structure of $\Theta$, the desired symbols are always combined in a constructive way, because they are multiplied by a sum of absolute terms. The noise, however, is combined incoherently (matrix $H_{eq}^H$), which leads to a diversity gain over the $(1 \times 1)$-system.

### B. Orthogonality Loss Due to Frequency Offsets

The orthogonality of the Alamouti scheme is lost in the presence of frequency offsets $\zeta_\nu$ ($\nu = 1, 2$) [13]. This will cause more or less severe performance degradations, depending on whether the receiver is able to exploit knowledge about the frequency offsets.

In the following, it is assumed that the receiver has perfect knowledge of the channel coefficients $h_1$ and $h_2$ at the beginning of each data block, so as to isolate the effects of the frequency offsets. Time-varying variables are in the sequel denoted by $(\cdot)$. For the time being, a single data block shall be considered.

Due to the frequency offsets, the channel coefficients are associated with a time-varying phase term, according to

$$\bar{h}_\nu[k] \doteq h_\nu \cdot e^{j2\pi \zeta_\nu k}, \quad \nu = 1, 2.$$  

(7)

This leads to a modified channel matrix, which is now time-varying:

$$H_{eq}[k] = \begin{pmatrix} \bar{h}_1[k] & -\bar{h}_2[k] \\ \bar{h}_2[k+1] & \bar{h}_1[k+1] \end{pmatrix}.$$  

(8)

Three different scenarios shall be considered here, regarding knowledge of the frequency offsets $\zeta_\nu$ at the receiver (further details may be found in [13]):

(a) The frequency offsets are perfectly known. Then, the receiver may use the above matrix $H_{eq}[k]$, in order to perform symbol detection according to (6). The product matrix

$$H_{eq}^H H_{eq}[k] \doteq \Theta[k]$$

does not exactly yield a diagonal matrix, as opposed to the matrix $\Theta$ in (6). However, this orthogonality loss tends to be rather small for practical values of $\zeta_1$ and $\zeta_2$, i.e., $\Theta[k]$ is close to a diagonal matrix for all $k$.

(b) Non-perfect estimates $\zeta_\nu$ of the frequency offsets are available at the receiver, where

$$\zeta_\nu \doteq \zeta_\nu + \epsilon_\nu.$$

Then, the receiver may use the matrix

$$H_{eq} H_{eq}[k] = \begin{pmatrix} h_1 \cdot e^{j2\pi \zeta_1 k} & -h_2 \cdot e^{j2\pi \zeta_2 k} \\ h_2^* \cdot e^{-j2\pi \zeta_1 (k+1)} & h_1^* \cdot e^{-j2\pi \zeta_2 (k+1)} \end{pmatrix}$$

for symbol detection. Depending on the quality of the estimates $\zeta_\nu$, the orthogonality loss may be more or less severe. The desired symbols are not necessarily combined in a constructive way anymore, and the non-zero secondary diagonal elements of the product matrix

$$H_{eq}^H H_{eq}[k] \doteq \Theta[k]$$

may cause significant interference between the data symbols $x[k]$ and $x[k+1]$.

(c) The frequency offsets are completely unknown. Then, the receiver will still use matrix $H_{eq}$ for symbol detection. Depending on $k$, the diagonal elements of the product matrix

$$H_{eq}^H H_{eq}[k] \doteq \Theta[k]$$

can be close to zero whereas the secondary diagonal elements can assume large values. This will cause severe performance degradations.

In the following, two enhanced receiver concepts shall be discussed, namely zero-forcing (ZF) detection (e.g. [17]), and maximum-likelihood (ML) detection, where the focus is on the above scenarios (a) and (b).

### C. Zero-Forcing (ZF) Detection

Instead of using the hermitian conjugate of the matrix $H_{eq}[k]$ in the case of perfect knowledge of the frequency offsets, as done in the conventional Alamouti detection scheme, the inverse matrix $H_{eq}^{-1}[k]$ is used for symbol detection. This yields the soft estimate

$$z_{ZF}[k] \doteq H_{eq}^{-1}[k] y[k] = c x[k] + H_{eq}^{-1}[k] n[k].$$  

(9)

The determinant of $H_{eq}[k]$ is given by

$$\text{det} (H_{eq}[k]) = |h_1|^2 e^{-j2\pi \zeta_1} + |h_2|^2 e^{-j2\pi \zeta_2}.$$  

(10)

Since it is assumed that $|\zeta_1|, |\zeta_2| \ll 1$, the condition of $H_{eq}[k]$ is virtually determined solely by the magnitude of the channel coefficients. If the frequency offsets $\zeta_\nu$ are zero, ZF detection is equivalent to conventional Alamouti detection, where

$$H_{eq}^{-1}[k] = \frac{1}{\Theta} H_{eq}^H[k].$$

Eq. (9) may be rewritten by using the Moore-Penrose pseudoinverse [17] of $H_{eq}[k]$:

$$H_{eq}^H[k] \doteq \left( H_{eq}[k] H_{eq}[k] \right)^{-1} H_{eq}^H[k].$$
Therefore, ZF detection may be interpreted as an add-on to conventional Alamouti detection:

$$z_{ZF}[k] = \mathbf{H}_{eq}^{-1}[k] \mathbf{y}[k] = \left(\mathbf{H}_{eq}^{-1}[k] \mathbf{H}_{eq}[k]\right)^{-1} \mathbf{H}_{eq}^{-1}[k] \mathbf{y}[k]$$

$$= \left(\mathbf{H}_{eq}^{-1}[k] \mathbf{H}_{eq}[k]\right)^{-1} \mathbf{z}[k]. \quad (11)$$

As can be seen in (9), ZF detection completely removes interference (see term $c \tilde{x}[k]$). However, it is well known that ZF detection may also lead to noise enhancement, depending on the condition of $\mathbf{H}_{eq}[k]$. An improvement of ZF detection is referred to as minimum-mean-square-error (MMSE) detection (e.g. [17]), which is in this case given by

$$z_{MMSE}[k] = \left(\mathbf{H}_{eq}^{-1}[k] \mathbf{H}_{eq}[k] + \sigma_n^2 \mathbf{I}_2\right)^{-1} \mathbf{H}_{eq}^{-1}[k] \mathbf{y}[k]. \quad (12)$$

MMSE detection yields the minimum overall distortion due to residual interference and noise.

Simulation results (see Section III-G) show that the performance of ZF detection is already virtually the same as that of ML detection (see following section). Therefore, MMSE detection is well above the one for conventional Alamouti detection or ZF detection, already for $M = 4$. In the following, ML detection shall be used as a benchmark concerning system performance. For a practical implementation, however, it seems to be less attractive, due to the good results obtained with ZF detection (cf. Section III-G).

### Table I: Receiver Complexities Per Estimate for Different Cardinalities of the Symbol Alphabet

<table>
<thead>
<tr>
<th>Cardinality $M$</th>
<th>Example</th>
<th>Conv. Alamouti</th>
<th>ZF</th>
<th>ML</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>BPSK</td>
<td>20</td>
<td>30</td>
<td>110</td>
</tr>
<tr>
<td>4</td>
<td>QPSK</td>
<td>20</td>
<td>30</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>8-PSK</td>
<td>20</td>
<td>30</td>
<td>1700</td>
</tr>
<tr>
<td>16</td>
<td>16-QAM</td>
<td>20</td>
<td>30</td>
<td>7000</td>
</tr>
<tr>
<td>64</td>
<td>64-QAM</td>
<td>20</td>
<td>30</td>
<td>110000</td>
</tr>
</tbody>
</table>

### F. Bit Error Probability in Case of Non-Ideal Local Oscillators

In [13], analytical expressions for the bit error probability (BEP) are derived, for the example of QPSK ($M = 4$) and a quasi-static frequency-flat fading channel. These BEP expressions apply for conventional Alamouti detection as well as for ZF detection.

Let $b_{1k}$ and $b_{2k}$ denote the first and the second bit mapped on the quaternary data symbol $x[k]$, $[b_{1k} b_{2k}] \rightarrow x[k]$, and let $\tilde{z}[k]$ denote the corresponding soft estimate, either obtained by conventional Alamouti detection or by ZF detection. Gray mapping of the bits is assumed according to

$$[00] \rightarrow \exp[j \pi/4], \quad [01] \rightarrow \exp[j 3\pi/4],$$

$$[11] \rightarrow \exp[j 5\pi/4], \quad [10] \rightarrow \exp[j 7\pi/4].$$

Let $d_{In}[k] \triangleq \text{Re}\{\tilde{z}[k]\}$ and $d_{Im}[k] \triangleq \text{Im}\{\tilde{z}[k]\}$ denote the real and the imaginary part of $\tilde{z}[k]$ for $E_s/N_0 \rightarrow \infty$, respectively ($E_s$ denotes the average energy per data symbol and $N_0$ the single-sided noise spectral density). Since $d_{In}[k]$ is the distance between $z[k]$ and the decision threshold for bit $b_{1k}$, the BEP for $b_{1k}$ is given by [18, Ch. 5.2]

$$P_{b_{1k}}[k] = \mathcal{Q}\left(\sqrt{2 \frac{d_{In}[k]}{\theta} \frac{E_s}{N_0}}\right)^2, \quad (14)$$

if the imaginary parts of $x[k]$ and $\tilde{z}[k]$ have equal signs, otherwise by

$$P_{b_{1k}}[k] = \mathcal{Q}\left(\sqrt{2 \frac{d_{Im}[k]}{\theta} \frac{E_s}{N_0}}\right)^2, \quad (15)$$

where $\mathcal{Q}(t) \doteq 1 - \mathcal{Q}(t)$. Along the same lines, the bit error probability $P_{b_{2k}}[k]$ for the second bit may be calculated.
using $d_{Re}[k]$. Analytical expressions for the distances $d_{Re}[k]$ and $d_{Im}[k]$ as a function of the channel coefficients and the frequency offsets are developed in [13]. It is straightforward to extend this to the case of ZF detection.

The expectation of the bit error probability $P_{bi}[k]$ ($i = 1, 2$) with respect to the channel coefficients is given by

$$P_{bi}[k] = \int p_h(h) P_{bi}[k] \, dh,$$  

(16)

where $p_h(h)$ denotes the joint pdf of the channel coefficients. The integral is over all possible realizations of $h$. The overall average bit error probability, given blocks of $L_B$ QPSK symbols, results as

$$\bar{P}_b = \frac{1}{2L_B} \sum_{k=0}^{L_B-1} \bar{P}_{b1}[k] + \bar{P}_{b2}[k].$$  

(17)

### G. Simulation Results

For perfect and for non-perfect knowledge of the frequency offsets at the receiver, the performance loss shall be illustrated in the following, which results for the distributed Alamouti scheme, given the different receiver concepts discussed earlier.

The simulations, it was assumed that there is a significant line-of-sight signal component between either transmitting node and the receiving node. In this context, a quasi-static frequency-flat Rician fading channel model with a Rice factor of $K = 0$ dB was used for both transmission paths. The simulation results were obtained by means of Monte-Carlo simulations. Each block contained $L_B = 100$ QPSK symbols ($M = 4$, Gray mapping used). Channel coding has not been applied. An outer channel code may, however, be added to further improve performance.

To start with, frequency offsets $\zeta_1 = +0.03$ and $\zeta_2 = -0.012$ were considered. At the receiver, the channel coefficients were perfectly known at the beginning of each block, i.e., the observed performance degradations are solely due to the time-varying phases caused by the frequency offsets. The transmit power was always normalized with respect to the number of transmitting nodes, in order to provide a fair comparison between the distributed Alamouti scheme and the case when there is only a single transmitting node (‘(1x1)-system’).

Fig. 2 presents performance results for conventional Alamouti detection, in terms of bit error rate (BER) vs. $E_s/N_0$ in dB. Moreover, analytical curves (dotted lines) are included [18, Ch. 14.4] for diversity reception of uncoded QPSK over $\nu$ statistically independent Rayleigh fading channels ($\nu = 1, 2$) with identical average signal-to-noise ratios (SNRs) of $(E_s/N_0)/\nu$. As can be seen, the BER performance of the (1x1)-system is slightly better than the analytical curve for $\nu = 1$, which is due to the line-of-sight signal component. Likewise, given ideal LOs (i.e., frequency offsets equal to zero), the BER performance of the Alamouti scheme is slightly better than the analytical curve for $\nu = 2$. The dashed lines represent the two extreme cases of unknown and perfectly known frequency offsets at the receiver.

The corresponding analytical curves obtained on the basis of Section III-F are as well included. The average bit error probability according to (16) and (17) was computed by averaging over 10,000 realizations of the channel coefficients. As can be seen, simulative and analytical curves are in good accordance. For perfect knowledge of the frequency offsets at the receiver, the BER performance is very close to the case of ideal LOs, since the loss of orthogonality is rather small (cf. Section III-B). When the frequency offsets are unknown, however, a huge average BER of about 0.5 results for all values of $E_s/N_0$.

A comparison between conventional Alamouti detection (dashed lines) and ML detection (dotted lines) is presented in Fig. 3, for the case of non-perfect estimates of the frequency offsets at the receiver. The performance of ZF detection is virtually the same as that of ML detection in all cases.
As can be seen, a performance loss of less than 1 dB occurs at a BER of $10^{-3}$, with respect to the case of ideal LOs, if one frequency offset is perfectly known and the other one is estimated with an error of 5% or better. ML/ZF detection yields only small improvements over conventional Alamouti detection. However, as will be shown in Section IV, it is more realistic to assume that a certain estimation error occurs for both frequency offsets. In this case, the performance loss is more severe. Only if both frequency offsets are estimated with an error of 3% or better, the system performance is superior to that of the (1x1)-system. In this case, ML/ZF detection yields a 1.5 dB gain over conventional Alamouti detection, at a BER of $10^{-3}$.

So far, only a single pair $\zeta_1, \zeta_2$ of frequency offsets has been considered. Fig. 4 shows simulation results for the BER performance in the case of ML detection, given frequency offsets $|\zeta_1|, |\zeta_2| \leq 0.04$ ($E_s/N_0 = 10$ dB). The case of perfectly known frequency offsets at the receiver is displayed as well as the case, where both frequency offsets are estimated with an error of +3%. As a reference, the BER of the (1x1)-system is also included. As can be seen, for large frequency offsets the diversity gain over the (1x1)-system is lost.

Within the scope of this paper, only receiver-sided concepts to compensate for the frequency offsets have been discussed. Alternatively, a closed-loop scheme may be employed, where the receiving node feeds back the frequency-offset estimates to the transmitting nodes via a dedicated channel. The frequency offsets may then be corrected directly at the transmitters. In this case, significantly less accurate frequency-offset estimates are required. For example, given a frequency offset of $\zeta = 0.04$ and an estimation error of 3%, the frequency offset may theoretically be reduced to $|\zeta'| = 0.0012$, which virtually leads to the same BER performance as in the case of ideal LOs.

IV. FREQUENCY-OFFSET ESTIMATION

In this section, a training-based and a blind frequency-offset estimation technique are investigated. Specifically, it is illustrated that frequency-offset estimation in cooperative wireless networks is more difficult than in systems with a single transmitting node.

A. Training-Based Estimation Method

If the frequency offsets are zero, (5) may be rewritten as

$$y'[k] = c A[k] \mathbf{h} + n'[k], \quad (18)$$

where

$$y'[k] = [y[k], y[k+1]]^T,$$
$$n'[k] = [n[k], n[k+1]]^T,$$
$$\mathbf{h} = [h_1, h_2]^T,$$

and $A[k]$ according to (3). Obtaining an estimate for $\mathbf{h}$, given known training symbols, is dual to obtaining an estimate for $x[k]$, given known channel coefficients (cf. (6)):

$$\hat{\mathbf{h}}[k] = c A^H[k] y'[k] = \mathbf{h} + c A^H[k] n'[k], \quad (19)$$

assuming $c = 1/\sqrt{2}$ and $|x[\cdot]|^2 = 1$ (cf. (4)).

In the case of non-zero frequency offsets, however, (18) holds only approximately:

$$y'[k] \approx c A[k] \bar{\mathbf{h}}[k] + n'[k], \quad (20)$$

where

$$\bar{\mathbf{h}}[k] = [\bar{h}_1[k], \bar{h}_2[k+1]]^T,$$

(cf. (7)). The error vector $e[k] = y'[k] - (c A[k] \bar{\mathbf{h}}[k] + n'[k])$ is given by

$$e[k] = c \begin{bmatrix} h_2 x[n[k+1]] (e^{j2\pi \zeta_1 k} - e^{j2\pi \zeta_2[k+1]}) \\ h_1 x[n[k+1]] (e^{j2\pi \zeta_2 k} - e^{j2\pi \zeta_1[k+1]}) \end{bmatrix}. \quad (21)$$

Therefore, the corresponding estimate for $\bar{\mathbf{h}}[k]$,

$$\hat{\mathbf{h}}[k] = \bar{\mathbf{h}}[k] + c A^H[k] (n'[k] + e[k]), \quad (22)$$
is erroneous even if the noise is zero. This fact is illustrated in
Fig. 5, where the first channel coefficient \( \hat{h}_1[k] \) and the corre-
sponding estimate \( \hat{h}_1[k] \) is depicted within the complex plane, for
\( E_s/N_0 \to \infty \) and different values of \( k \). The frequency off-
sets were again chosen as \( \zeta_1 = +0.03 \) and \( \zeta_2 = -0.012 \). The
magnitude of \( \hat{h}_1[k] \) was set to one and all training symbols \( x[..] \) were +1.

In the sequel, explicit estimates for the frequency offsets \( \zeta_1 \) and
\( \zeta_2 \) shall be calculated. Typically, frequency offsets may be
considered time-invariant. Therefore, it is sufficient to perform
a one-shot estimation using a single block of \( L_T \) training sym-
ols (\( L_T \) even). Essentially, estimates for the frequency offsets
may be obtained on basis of several subsequent estimated vec-
tors \( \hat{h}[k] \) by averaging over the associated phase differences:

\[
\hat{\zeta}_1(L_T) = \frac{1}{j4\pi S} \sum_{k=2}^{L_T-2} \arg \left\{ \frac{\hat{h}_1[k]}{\hat{h}_1[k-2]} \right\},
\]

\[
\hat{\zeta}_2(L_T) = \frac{1}{j4\pi S} \sum_{k=3}^{L_T-1} \arg \left\{ \frac{\hat{h}_2[k]}{\hat{h}_2[k-2]} \right\},
\]

where \( S \equiv L_T/2 - 1 \). In Fig. 6 and Fig. 7, examples are given
for the relative estimation errors

\[
e_e(L_T) = \frac{\hat{\zeta}_e(L_T) - \zeta_e}{\zeta_e}, \quad \nu = 1, 2
\]
as a function of \( L_T \), for \( E_s/N_0 \to \infty \) and \( E_s/N_0 = 20 \) dB,
respectively (frequency offsets \( \zeta_1 \) and \( \zeta_2 \) as above, magnitudes
of \( \hat{h}_1[k] \) and \( \hat{h}_2[k] \) set to one, all training symbols +1).

As can be seen, \( L_T > 60 \) training symbols are required in
the case \( E_s/N_0 \to \infty \), in order to estimate both frequency off-
sets with an error of 3% or better (dotted lines). In the case of
finite \( E_s/N_0 \), the required number of training symbols might
be greater, depending on the current realizations of the noise
samples.

B. Blind Estimation Method

In the case of QPSK symbols \( x[k] \in \{+1, +j, -1, -j\} \), a
common blind frequency-offset estimation method is to raise
the received symbols \( y[k] \) to the power of four and subsequently
perform a fast Fourier transform (FFT) [19, Ch. 6.3.1]. Given a
(1x1)-system, \( y^4[k] \) yields

\[
y^4[k] = (\hat{h}[k] x[k] + n[k])^4
\]

\[
= \hat{h}_1^4[k] x^4[k] + \eta[k],
\]

where \( \eta[k] \) consists of five additive terms that are regarded as
noise in the following. Irrespective of the current realization of
\( x[k] \), the desired term \( \hat{h}_1^4[k] x^4[k] \) results as

\[
\hat{h}_1^4[k] x^4[k] = (\hat{h}_1 e^{j2\pi \zeta_1 k})^4 x^4[k] = \hat{h}_1^4 x^{2j4\zeta_1 k}.
\]

Therefore, an FFT of the sequence \( \{y^4[k]\}_{k=0,\ldots,L_T-1} \) will
yield a spectr al line at \( 4\zeta_1 \) plus noise. If the noise power is suf-
that the frequency-offset estimates are required to be quite accurate, in order to keep the resulting orthogonality loss small and thus the occurring performance loss. Finally, two different methods have been discussed to estimate the frequency offsets. It has been demonstrated, that frequency-offset estimation is more difficult than in the case when there is only a single transmitting node.
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