Pre-Equalization for DS-UWB Systems with Spectral Mask Constraints
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Abstract—In this paper, we propose a novel optimization-based pre-equalization filter (PEF) design for direct–sequence ultra-wideband (DS-UWB) systems with pre-Rake combining. The key feature in our design is that we explicitly take into account the spectral mask constraints that are usually imposed by the telecommunication regulation bodies. This avoids the need for an inefficient power back-off, which is necessary for transmit structures designed solely based on average transmit power constraints. Simulation results confirm that the proposed PEF design leads to significant performance gains over UWB PEF structures without explicit spectral mask considerations.

I. INTRODUCTION

Ultra-wideband (UWB) is an emerging technology for high-rate short-range transmission. Due to their extremely large bandwidths, UWB systems can resolve even dense multipath components such that Rake combining can be used at the receiver to significantly reduce the negative impacts of fading in the received signal [1]. However, for many UWB applications, the receiver is a portable device with limited signal processing capabilities, making the implementation of Rake combiners with a sufficiently large number of fingers challenging.

To overcome this problem, a promising approach is to move computational complexity from the receiver to the more powerful transmitter (e.g., an access point). In this regard, pre-Rake combining can be used [2]–[4]. Pre–Rake combining exploits the reciprocity of the UWB radio channel, which was recently experimentally confirmed in [5]. Ideally, with pre–Rake combining at the transmitter, channel estimation, diversity combining, and equalization are avoided at the receiver, and a simple symbol–by–symbol detector can be used [6].

However, pre-Rake combining has some serious drawbacks. In particular, for the long channel impulse responses (CIRs), which are typical for UWB applications, it may entail a relatively high error floor if simple symbol–by–symbol detection is applied at the receiver [2], [7]. To remedy this problem, while still keeping the receiver simple, pre-equalization can be used at the transmitter to effectively decrease the residual intersymbol interference (ISI) at the receiver [8]–[10].

Most of the previous work on pre-Rake and pre-equalizer design (e.g., in [2]–[10]) includes only constraints to limit the (average) transmit power. However, prior studies do not include constraints to limit the power spectral density (PSD) of the transmitted UWB signals. This can severely affect the overall system performance as most of the telecommunication regulation bodies, e.g., the US Federal Communications Commission (FCC), impose spectral mask constraints to limit UWB emission levels in order to prevent the harmful interference on incumbent legacy narrow-band receivers. In such a setting, the existing UWB pre-filtering techniques can be far from optimal in practice, as they require an appropriate power back-off so that the spectral masks are not violated.

In this paper, we propose a novel pre-equalization filter (PEF) design for direct–sequence (DS) UWB systems [11]. We first formulate an elaborate optimization problem, with the coefficients of the PEF as the optimization variables, which includes constraints with respect to the spectral mask, the energy concentration in a single tap within the resulting overall CIR (in order to reduce residual ISI), and the overall transmit power. To the best of our knowledge, this work is the first to explicitly consider the spectral mask for pre-filter design in DS-UWB systems. We use a non-convex optimization technique, called semi-definite relaxation, to solve the formulated optimization problem to achieve a close-to-optimal PEF design. Our simulation results confirm that our proposed PEF scheme leads to significant performance gains over PEF structures without spectral mask considerations. Note that our work is different from the previous work on UWB pulse-shaping with spectral masks, e.g., in [12]. The pre-equalization design problem and ISI reduction are not addressed in [12].

Organization: The system model and the PEF design are presented in Sections II and III, respectively. Simulation results are given in Section IV. The paper is concluded in Section V.

Notation: E{·}, [·]T, (·)∗, [·]H, ℜ{·}, [·], δ(·), and ∗ denote expectation, transposition, complex conjugation, Hermitian transposition, the real part of a complex number, the ceiling function, the Dirac delta function, and convolution, respectively. Also, \( X(e^{j\omega}) \triangleq \sum_{k=-\infty}^{\infty} x[k] e^{-j\omega k}, \) \( \Phi_{xx}(e^{j\omega}) \triangleq \sum_{\tau=-\infty}^{\infty} \phi_{xx}[\tau] e^{-j\omega \tau}, \) and \( \phi_{xx}[\tau] \triangleq E\{x[k]x^*[k-\tau]\} \) denote the discrete–time Fourier transform, the power spectral density, and the autocorrelation function of \( x[k] \), respectively. Depending on the context, \( x[k] \) represents either a sequence or the \( k \)th element of a sequence. Finally, \( X(j\Omega) \triangleq \int_{-\infty}^{\infty} x(t) e^{-j\Omega t} dt \) denotes the continuous–time Fourier transform of \( x(t) \).

II. SYSTEM MODEL

Consider a DS-UWB system [6] with a single transmit antenna and a single receive antenna. A block diagram of the discrete-time model of such a system is depicted in Fig. 1. We denote the symbol duration by \( T_s \) and the chip duration by \( T_c = T_s/N \), where \( N \) is the spreading factor. All signals and systems are represented by their complex baseband equivalents. Next, we explain the details of the system model.
A. Transmitter Structure

At the transmit antenna, a train of independent and identically distributed (i.i.d.) data symbols \( a[n] \in \{ \pm 1 \} \) is filtered with PEF \( f[n] \) of length \( L_f \), and the filter output signal is

\[
v[n] \triangleq f[n] * a[n] = \sum_{l=0}^{L_f-1} f[l]a[n-l]. \tag{1}\]

We will optimize the PEF for minimization of the amount of residual ISI at the receiver in Section III. The output signal of the PEF is up-sampled by a factor of \( N \geq 1 \):

\[
\tilde{v}[k] = \begin{cases} 
v[n], & \text{if } k = Nn, \\
0, & \text{if } k \neq Nn.
\end{cases} \tag{2}
\]

It is then filtered with a (real-valued) spreading sequence \( c[k] \), \( 0 \leq k < N \), which is normalized such that \( \sum_{k=0}^{N-1} |c[k]|^2 = 1 \). The resulting transmit sequence \( s[k] \) is given by

\[
s[k] = \tilde{v}[k] * \tilde{g}[k] = \sum_{i=\infty}^{\infty} v[i]g[i-k-iN], \tag{3}
\]

where \( \tilde{g}[k] \triangleq c[k]*g[k] = \sum_{i=0}^{N-1} c[i]g[k-i] \) includes the combined effects of the pre-Rake filter \( g[k] \) and spreading sequence \( c[k] \). Here, we consider a general transmitter structure as we do not impose any restrictions on \( c[k] \) and \( g[k] \). If a spreading sequence is not applied, e.g. as in [2], [3], [5], we simply have \( c[0] = 1 \) and \( c[k] = 0, 1 \leq k < N \). In general, \( g[k] \) depends on the CIR \( h[k] \), which has length \( L_h \). For example, in an all-pre-Rake (also called time-reversal) filter, we have [2]

\[
g[k] \triangleq h^*[L_h-k-1], \quad 0 \leq k < L_g, \quad L_g = L_h. \tag{4}
\]

B. Channel Model

The equivalent baseband discrete-time CIR

\[
h[k] \triangleq gt(t) * h(t) * gr(t)T_c, \tag{5}
\]

contains the combined effects of the transmit filter \( gt(t) \), the continuous-time CIR \( h(t) \), and the receive filter \( gr(t) \), sampled at chip interval \( T_c \). For the wireless channel, we adopt the IEEE 802.15.3a channel model [13], [14]. Consequently, the passband version \( h'(t) \) of the baseband CIR \( h(t) \) consists of \( L_c \) clusters of \( L_r \) rays and is modeled as

\[
h'(t) = \vartheta \sum_{l=1}^{L_r} \sum_{k=1}^{L_c} a_{k,l} \delta(t - T_l - \tau_{k,l}), \tag{6}
\]

where \( T_l \) is the delay of the \( l \)th cluster, \( \tau_{k,l} \) is the delay of the \( k \)th ray of the \( l \)th cluster, \( a_{k,l} \) is the random multipath gain coefficient, and \( \vartheta \) models the lognormal shadowing. In [13], [14], four parameter sets for the various channel model (CM) parameters in (6) are specified. The resulting channel models are known as CM1, CM2, CM3, and CM4. They represent different usage scenarios and different amounts of ISI.

1Here, we place the PEF before the up-sampling, as in [8]. This helps to reduce the length of the required PEF. However, our design is also applicable to the case when the PEF is placed after the up-sampling, e.g. as in [9].

2Note that the continuous-time overall CIR \( gt(t) * h(t) * gr(t) \) has infinite length. However, the discrete-time version \( h[k] \) can be truncated to a finite length \( L_h \) with negligible energy loss if \( L_h \) is chosen sufficiently large.

C. Receiver Structure

The received signal is obtained as

\[
o[k] = \sum_{l=0}^{L_h-1} h[l]s[k-l] + z_c[k], \tag{7}
\]

where \( z_c[k] \) denotes the chip-level additive white Gaussian noise (AWGN) with variance \( \sigma_c^2 \triangleq \mathbb{E}(|z_c[k]|^2) \). Received signal \( o[k] \) is filtered with the time-reversed spreading sequence \( c[N-1-k], 0 \leq k < N \), and is down-sampled at times \( k = Nn+k_0 \), where \( 0 \leq k_0 < N \) denotes the sampling phase. The resulting receiver output signal \( r[n] \) can be expressed as

\[
r[n] = \sum_{l=\infty}^{\infty} q[Nl+k_0]v[n-l] + z_a[n], \tag{8}
\]

with an overall CIR

\[
q[k] = \tilde{g}[k] * \tilde{h}[k] = \sum_{i=0}^{L_g-1} \tilde{g}[i]\tilde{h}[k-i], \tag{9}
\]

and symbol-level noise

\[
z_a[n] = \sum_{i=0}^{N-1} c[i]z_c[N(n-1)+k_0+i+1]. \tag{10}
\]

Here, \( \tilde{h}[k] \) includes the combined effects of the channel filter \( h[k] \) and the time-reversed spreading sequence \( c[N-1-k] \):

\[
\tilde{h}[k] \triangleq h[k] * c[N-1-k] = \sum_{i=0}^{N-1} c[i]h[k+i-(N-1)]. \tag{11}
\]

We notice that \( z_a[n] \) is also an AWGN sample with variance

\[
\sigma_a^2 \triangleq \mathbb{E}(|z_a[n]|^2) = \sigma_c^2 \sum_{i=0}^{N-1} |c[i]|^2 = \sigma_c^2.
\]

Since our goal is to design a UWB system with minimal complexity at the receiver, no additional filtering is applied at the receiver, and symbol decisions are made according to

\[
\hat{a}[n-n_0] = \text{sign}\{R(r[n])\}, \tag{12}
\]

where \( \hat{a}[n-n_0] \) is the estimate for \( a[n-n_0] \), \( n_0 \) denotes the decision delay, and \( \text{sign}(x) = 1 \) if \( x \geq 0 \) and \( \text{sign}(x) = -1 \) otherwise. Notice that no equalizer is used at the receiver.

D. Spectral Masks

The telecommunication regulation and standardization bodies, such as the FCC in the US, impose regulations which limit the permissible PSD for UWB transmissions to prevent interference to legacy narrow-band receivers. The FCC spectral mask for outdoor communications is shown in Fig. 2 [15].
We first notice that our system model is in discrete–time, while the spectral mask is usually defined in continuous–time. Correspondingly, let \( \Omega \) and \( \omega \) denote the angular frequency associated with the continuous–time and discrete–time Fourier transform, respectively. We define \( \Omega_{\min} \) and \( \Omega_{\max} \) as the minimum and maximum frequencies used by the UWB system (e.g., \( \Omega_{\min} = 2 \pi \times 3.5 \) GHz and \( \Omega_{\max} = 2 \pi \times 4.5 \) GHz [11]). Also let \( m(\Omega) \) denote the spectral mask set by the FCC, etc. We define \( K = \frac{\Omega_{\max} - \Omega_{\min}}{\Delta \Omega} + 1 \), where \( B_s = \Omega_{\max} - \Omega_{\min} \) denotes the total bandwidth used by the designed UWB system. Finally, let \( \Omega_1, \ldots, \Omega_K \) denote the discrete frequency levels which uniformly spread out over the bandwidth \( B_s \). Clearly, \( \Delta \Omega = \Omega_2 - \Omega_1 = \ldots = \Omega_K - \Omega_{K-1} = 2 \pi \times 1 \) MHz. For each \( \mu = 1, \ldots, K \), it is required that [15]

\[
\int_{\omega_\mu - \frac{\Delta \omega}{2}}^{\omega_\mu + \frac{\Delta \omega}{2}} \Phi_{ss}(e^{j\omega}) \ d\omega \leq \int_{\Omega_\mu - \frac{\Delta \Omega}{2}}^{\Omega_\mu + \frac{\Delta \Omega}{2}} m(\Omega) \ d\Omega, \tag{13}
\]

where \( \omega_\mu = T_c \Omega_\mu \) [16, Ch. 1.7], \( \Delta \omega = T_c \Delta \Omega \), and \( \Phi_{ss}(e^{j\omega}) \) denotes the power spectral density for transmitted signal \( s[k] \). On the other hand, we can show that

\[
\Phi_{ss}(e^{j\omega}) = \left| \tilde{G}(e^{j\omega}) \right|^2 \Phi_{\tilde{g}\tilde{g}}(e^{j\omega}), \tag{14}
\]

where \( \tilde{G}(e^{j\omega}) = F\{\tilde{g}[k]\} \). We also have

\[
\Phi_{\tilde{g}\tilde{g}}(e^{j\omega}) = \left| F(e^{j\omega N}) \right|^2 \Phi_{aa}(e^{j\omega N}) = \left| F(e^{j\omega N}) \right|^2, \tag{15}
\]

where \( F(e^{j\omega N}) = \sum_{k=0}^{L_f-1} f[k] e^{-j \omega Nk} \) and \( \Phi_{aa}(e^{j\omega N}) = 1 \) due to the i.i.d. assumption for the data symbols \( a[n] \). From (14) and (15), and assuming that the spectral mask \( m(\Omega) \) and PSD \( \Phi_{aa}(e^{j\omega}) \) are almost constant over \( \Omega_\mu - \frac{\Delta \Omega}{2} \leq \Omega \leq \Omega_\mu + \frac{\Delta \Omega}{2} \) and \( \omega_\mu - \frac{\Delta \omega}{2} \leq \omega \leq \omega_\mu + \frac{\Delta \omega}{2} \), respectively, for each \( \mu = 1, \ldots, K \), inequality (13) becomes

\[
\left| \tilde{G}(e^{j\omega}) \right|^2 \left| F(e^{j\omega N}) \right|^2 \leq M(\Omega_\mu) \Delta \Omega = \frac{m(\Omega_\mu)}{T_c}. \tag{16}
\]

We can enforce the above inequality by tuning the coefficients in the PEF, i.e., \( f[0], \ldots, f[L_f - 1] \), as we will discuss next.

### III. Optimization-Based Pre-equalization with Spectral Mask Constraints

In this section, we propose an optimization framework to design an efficient PEF with explicit spectral mask provisioning. We first develop an elaborate model for a non-convex optimization problem with respect to the coefficients of the PEF. We then solve the formulated problem by using semi-definite relaxation and semi-definite convex programming techniques.

#### A. Problem Formulation

It is convenient to first rewrite (8) as

\[
r[n] = (Q f)^H a[n] + z_s[n], \tag{17}
\]

where \( a[n] \triangleq [a[n] \ldots a[n-Lt+1]]^T, f \triangleq [f[0] \ldots f[L_f-1]^H \), and \( Q \) is an \( L_t \times L_f \) column-circulant matrix with vector

\[
[q[k_0] q[N+k_0] \ldots q[N(L_t-1)+k_0] \theta_{L_t-1}]^H
\]

as its first column. Here,

\[
L_t \triangleq L_q + L_f - 1 \tag{18}
\]

and \( L_q = [(L_q + L_h + 2N - 3)/N] \) are the length of the impulse response of the overall system (including the PEF) and of the sampled overall CIR \( q[N+n+k_0] \), respectively. Next, we study PEF design including various design aspects.

1) Spectral Mask Constraints: We start by taking into account the spectral mask in (16). In vector form, we have

\[
\left| F(e^{j\omega N}) \right|^2 = f^H d(N\omega) d^H(N\omega) f, \tag{19}
\]

where

\[
d(N\omega) \triangleq [1 e^{j\omega NT} e^{j\omega 2NT} \ldots e^{j\omega (L_f-1)NT}]^T. \tag{20}
\]

Therefore, the spectral mask in (16) imposes \( K \) inequality constraints on the selection of the PEF coefficients \( f \) as

\[
\left| \tilde{G}(e^{j\omega}) \right|^2 f^H d(N\omega)f \leq M(\Omega_\mu), \mu = 1, \ldots, K. \tag{21}
\]

We notice that \( \left| \tilde{G}(e^{j\omega}) \right|^2 \) is fixed for each \( \mu = 1, \ldots, K \) as far as selecting the PEF coefficients \( f \) is concerned.

2) Energy Concentration: Since we assume that no equalizer is used at the receiver, it is required that for each received symbol, most of the channel energy is concentrated in a single channel tap. Considering (17), let \( Q_{pre} \) denote the submatrix of \( Q \) consisting of the first \( \eta_{pre} \) rows. Also let \( Q_{post} \) denote the submatrix of \( Q \) consisting of the last \( \eta_{post} \) rows. Here, \( \eta_{pre} \) and \( \eta_{post} \) are selected such that \( \eta_{pre} + \eta_{post} + 1 = L_t \), where \( L_t \) is as in (18). In this regard, we can rewrite \( Q \) as

\[
Q = \begin{bmatrix} Q_{pre} \\ Q_0 \\ Q_{post} \end{bmatrix}. \tag{22}
\]

Here, \( Q_0 \) denotes a \( 1 \times L_f \) matrix which includes the \((\eta_{pre}+1)\)th row of matrix \( Q \). We can rewrite (17) as

\[
r[n] = (Q_0 f) a_0[n] + (Q_{pre} f) a_{pre}[n] + (Q_{post} f) a_{post}[n] + z_s[n], \tag{23}
\]
where \( a_0 \triangleq a[n] - a[n - 1] = a[n - \eta_{pre}] \), \( a_{pre} \triangleq [a[n] \ldots a[n - \eta_{pre} - 1]]^T \), and \( a_{post} \triangleq [a[n - \eta_{pre} + 1] \ldots a[n - L_t + 1]]^T \). We have to concentrate most energy of the overall CIR \( Q^H f \) in a single high energy tap \( Q^H f \), while keeping the residual ISI caused by the terms \((Q_{pre} f) a_{pre}[n]\) and \((Q_{post} f) a_{post}[n]\) in (23) small in order to achieve a low bit error rate (BER). This introduces the following constraint on the PEF coefficients \( f \):

\[
f^H Q_{pre}^H Q_{pre} f + f^H Q_{post}^H Q_{post} f \leq \alpha, \tag{24}
\]

where \( \alpha \) is a design parameter which imposes an upper bound for the amount of residual ISI at the receiver. One possible choice that leads to a desirable system performance (as shown in Section IV) is to set \( \alpha = \sigma_z^2 \) in order to limit the ISI to be less than or equal to the noise variance.

We notice that our design goal on energy concentration in a single tap can also be interpreted in terms of the signal-to-interference-plus-noise-ratio (SINR) for each symbol:

\[
\text{SINR} = \frac{f^H Q_{pre}^H Q_{pre} f}{f^H Q_{pre}^H Q_{pre} f + f^H Q_{post}^H Q_{post} f + \sigma_z^2}. \tag{25}
\]

Clearly, by maximizing \( f^H Q_{pre}^H Q_{pre} f \), while suppressing \( f^H Q_{pre}^H Q_{pre} f + f^H Q_{post}^H Q_{post} f \), we can increase the SINR, leading to a better (i.e., lower) BER.

3) Power Constraint: Further to the PSD constraints, we may also want to limit the normalized average transmission power by including the following constraint \([8], [9]\):

\[
\mathcal{E}\{|x[k]|^2\} = f^H \Phi f \leq 1. \tag{26}
\]

Here, \( \Phi \) is a Hermitian Toeplitz matrix with vector

\[
[\phi[0]|\phi[-N]|\ldots|\phi[-N(L_f - 1)]] \tag{27}
\]

in its first row, where \( \phi[k] \triangleq \tilde{g}[k] + \tilde{g}[-k] \), cf. [8, Appendix A].

Combining our considerations on spectral mask constraints, energy concentration, and the power constraint, the proposed PEF design is obtained as the optimal solution of the following optimization problem over \textit{complex-valued} vector variable \( f \):

\[
\max_{f} f^H Q_{pre}^H Q_{pre} f \quad \text{s.t.} \quad f^H Q_{pre}^H Q_{pre} f + f^H Q_{post}^H Q_{post} f \leq \alpha \leq 1, \tag{28}
\]

We notice that problem (28) is a \textit{non-concave} maximization problem as the objective function \( f^H Q_{pre}^H Q_{pre} f \) is not concave\(^3\) with respect to \( f \). Thus, the standard gradient-based methods (cf. [17]) cannot be used for solving problem (28). Furthermore, problem (28) has many nonlinear constraints. Therefore, problem (28) can be difficult to solve. Nevertheless, we can find a \textit{close-to-optimal} solution for optimization problem (28) using a semi-definite relaxation scheme, as we explain next.

\(^3\)The objective function in maximization problem (28) is actually convex.
Therefore, problem (36) is equivalent to
\[
\begin{align*}
\max_{W \geq 0} & \quad \text{trace} (\Psi_0 W) \\
\text{s.t.} & \quad \text{trace} ((\Psi_{\text{pre}} + \Psi_{\text{post}}) W) \leq \alpha, \\
& \quad \text{trace} (\Gamma(\omega_\mu) W) \leq \gamma_\mu, \quad \mu = 1, \ldots, K, \\
& \quad \text{trace} (\Lambda_{\text{power}} W) \leq 1, \\
& \quad \text{rank}(W) = 1.
\end{align*}
\]  

Problem (39) is still as difficult as problem (36), mainly due to the rank restriction constraint \text{rank}(W) = 1.

Next, we discard the rank restriction constraint and consider the following relaxed optimization problem:
\[
\begin{align*}
\max_{W \geq 0} & \quad \text{trace} (\Psi_0 W) \\
\text{s.t.} & \quad \text{trace} ((\Psi_{\text{pre}} + \Psi_{\text{post}}) W) \leq \alpha, \\
& \quad \text{trace} (\Gamma(\omega_\mu) W) \leq \gamma_\mu, \quad \mu = 1, \ldots, K, \\
& \quad \text{trace} (\Lambda_{\text{power}} W) \leq 1.
\end{align*}
\]

Problem (40) is a semi-definite programming (SDP) problem [18]. SDP is a generalization of linear programming (LP) over matrices (rather than vectors as in LP). Several solvers, such as SeDuMi [19] can efficiently solve the SDP problem in (40). Next, we explain how solving problem (40) can help us find close-to-optimal solutions for problem (39).

D. PEF Design Algorithm

Let \( W^* \) denote the optimal solution for SDP problem (40). Clearly, if \( \text{rank}(W) = 1 \), then optimal solutions \( x^* \) and \( y^* \) for problem (39) can be obtained easily by using eigenvalue decomposition. However, in general, where \( \text{rank}(W) > 1 \), we can obtain close approximations of \( x^* \) and \( y^* \) by using a probabilistic method. In particular, we can use the following algorithmic steps which are based on the results in [20], [21]:

- **Step 1.** Using eigenvalue decomposition, obtain matrix \( U \) such that \( W^* = U^* \Sigma^* U^* \).

- **Step 2.** Using eigenvalue decomposition, obtain matrix \( \Theta^* \) such that \( \Theta^* U^* \Psi_0 U^* \Theta^* \) becomes diagonal:

- **Step 3.** Let \( \zeta_i \), for each \( i = 1, \ldots, 2L_f \), be i.i.d. random variables taking values -1 and 1 with equal probabilities. Also let \( \zeta = (\zeta_1, \ldots, \zeta_{2L_f}) \). We select

\[
\begin{bmatrix}
  x^* \\
  y^*
\end{bmatrix} = \frac{1}{\kappa_{\text{max}}} U^* \Theta^* \zeta,
\]

where
\[
\kappa_{\text{max}} = \max_{1 \leq \mu \leq K} \left\{ \frac{\zeta^T \Theta^* U^* \Gamma(\omega_\mu) U^* \Theta^* \zeta}{\gamma_\mu}, \frac{\zeta^T \Theta^* U^* \Lambda_{\text{power}} U^* \Theta^* \zeta}{\alpha}, \frac{\zeta^T \Theta^* U^* (\Psi_{\text{pre}} + \Psi_{\text{post}}) U^* \Theta^* \zeta} \right\}.
\]

We can verify that for any random choice of vector \( \zeta \), the obtained \( x^* \) and \( y^* \) in (41) satisfy all the inequality constraints in problem (36). We then simply set

\[
\Gamma^* = x^* + j y^*.
\]

Let \( f_{\text{opt}} \) denote the exact global optimal solution of PEF design optimization problem in (28). We notice that

\[
\Gamma_{\text{opt}}^* \Psi_0 \Theta^* - f_{\text{opt}}^* \Psi_0 \Theta^* \leq \text{trace} (\Psi_0 W^*),
\]

where the second inequality is due to the fact that problem (40) is less restrictive compared to problems (39), (36), and (28). From (43), the optimality loss in case of using our proposed algorithm in Section III-D is upper-bounded as

\[
\frac{\Gamma_{\text{opt}}^* \Psi_0 f_{\text{opt}}^* - \Gamma^* \Psi_0 f_{\text{opt}}^*}{\text{trace} (\Psi_0 W^*)} \leq 1 - \frac{\Gamma_{\text{opt}}^* \Psi_0 f_{\text{opt}}^* - \Gamma^* \Psi_0 f_{\text{opt}}^*}{\Gamma_{\text{opt}}^* \Psi_0 f_{\text{opt}}^*}.
\]

By using the upper bound in (44), we have verified through simulations (not shown here) that the optimality loss for our design algorithm is small (less than 0.1%) on average. Thus, a PEF design based on coefficients \( f^* \) has almost the same performance as that achieved with the optimal coefficients \( f_{\text{opt}} \). Moreover, by following the analysis in [22], we can show that the optimality loss is always guaranteed to be less than 36%.

IV. SIMULATION RESULTS

In this section, we present simulation results for the proposed PEF design with pre-Rake combining and compare it with the all-pre-Rake combination (with no pre-equalization) in [6] and the minimum mean squared error (MMSE) pre-equalizer in [8], which also uses an all-pre-Rake.

Our simulation setting is as follows. The operational bandwidth \( B_s = 1 \) GHz with \( \Omega_{\text{min}} = 2 \pi \times 3.5 \) GHz and \( \Omega_{\text{max}} = 2 \pi \times 4.5 \) [11]. Therefore, \( K = 1001 \). We also set the filter length \( L_f = 10 \), the spreading factor \( N = 6 \), parameters
We proposed a novel optimization-based PEF design for DS-UWB systems. Unlike previous work on pre-equalizer and pre-RAKE design, here we explicitly took into account the spectral mask constraints which are usually imposed by regulation bodies. This avoids the need for an inefficient power back-off, which is necessary for the pre-filter designs in the existing literature. Simulation results confirmed that our proposed PEF design leads to significant performance gains over PEF structures without spectral mask considerations.
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