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Abstract

In this paper, we study the performance of two important types of decode–and–forward (DF) relaying schemes proposed for cooperative diversity (CD) systems, namely, cooperative maximum–ratio combining (C–MRC) and link adaptive regeneration (LAR). In particular, we provide a unified framework for the error rate performance analysis of C–MRC, LAR–α\textsubscript{inst}, and LAR–α DF schemes for multi–branch CD systems consisting of a source, a destination, and multiple relays. Based on this framework, we provide accurate expressions for the performance of the considered CD systems for high signal–to–noise ratios and Rayleigh fading. The developed asymptotic performance results facilitate a performance comparison with other relaying schemes and reveal that while full diversity is achieved by C–MRC and LAR–α\textsubscript{inst}, LAR–α is, in general, unable to collect full diversity.

I. INTRODUCTION

Cooperative diversity (CD) is a promising technique that enables high spatial diversity gains in distributed wireless networks by allowing idle wireless nodes to relay signals emitted by a source node to a destination node. This signal relaying can be performed according to two important class of relaying techniques, namely, decode–and–forward (DF) and amplify–and–forward (AF). Compared to AF relaying, DF relaying eliminates the need for analog signal storage and expensive RF chains [1, 2], and as a result, is considered to have a greater potential to be employed in future wireless standards.

The combining scheme used at the destination plays an essential role in the performance of DF cooperative diversity systems. It is well–known that conventional maximum ratio combining (MRC) does not offer full diversity in the presence of detection errors at the relays [3]. To overcome this problem, various combining schemes have been proposed in the literature. In particular, a maximum–likelihood (ML) combiner was proposed in [3] assuming binary signaling. However, the complexity of the ML metric becomes prohibitive specially for high order signal constellations. A piece–wise linear approximation for the ML metric was advocated in [4] which leads to a tractable performance
analysis, but is, in general, unable to collect full diversity. To avoid the problems associated with the ML combining, λ–MRC has been proposed in [3]. While this combining scheme provides a similar performance as ML combining, it suffers from high computational complexity as the optimal value for the combining weight λ may not be obtained in closed form. To overcome this problem, cooperative MRC (C–MRC), a variant of λ–MRC, was proposed in [1] which achieves a performance close to that of ML combining but at a much lower complexity, regardless of the size of the employed signal constellation. Furthermore, two related DF schemes based on the link adaptive regeneration (LAR) concept, namely LAR–α_{inst} and LAR–α, were proposed in [5]. In LAR, variable gains are used at the relays to adaptively adjusting the instantaneous transmit power to variations in the source–relay and relay–destination links. Due to their low implementation complexity and desirable error rate performance, C–MRC and LAR constitute two types of most practically relevant DF schemes, and therefore, a unified study of their performance is of both theoretical and practical interest.

The diversity gain of C–MRC was analyzed in [1] while the diversity gain achieved by LAR–α_{inst} and LAR–α was studied in [5]. Furthermore, the asymptotic performance of C–MRC has been analyzed in [6] for the case of a single–relay CD system. However, an accurate performance analysis of C–MRC, LAR–α_{inst}, and LAR–α in a more practical scenario involving multiple relays is not available in the literature. Motivated by this, in this letter, we provide a unified framework for the performance analysis of multi–branch CD systems consisting of a source, a destination, and multiple relays, where relaying is performed according to C–MRC, LAR–α_{inst}, or LAR–α. Based on this framework, we develop accurate expressions for the performance of the considered CD system for high signal–to–noise ratios (SNRs) and Rayleigh fading. The developed asymptotic performance results are valid for arbitrary modulation formats and arbitrary channel qualities and facilitate a performance comparison with other relaying schemes. Furthermore, these results reveal that C–MRC and LAR–α_{inst} achieve the maximum possible diversity gain equal to the number of paths between the source and the destination, whereas LAR–α is, in general, unable to collect full diversity.

The remainder of this letter is organized as follows. In Section II, the system model for the considered CD system is introduced. In Section III, asymptotic expressions for the symbol error rate (SER) and bit error rate (BER) as well as the diversity gain are obtained for C–MRC, LAR–α_{inst}, and LAR–α. Numerical and simulation results are presented in Section IV, and conclusions are drawn in Section V.

**Notation:** In this paper, [\cdot]^T, (\cdot)^*, \Re\{\cdot\}, and \mathcal{E}_\alpha\{\cdot\} denote transposition, complex conjugation, the
real part of a complex number, and statistical expectation with respect to \( x \), respectively. Furthermore, we use the notation \( u \sim v \) to indicate that \( u \) and \( v \) are asymptotically equivalent, and a function \( f(x) \) is \( o(g(x)) \) if \( \lim_{x \to 0} f(x)/g(x) = 0 \).

II. SYSTEM MODEL

The considered CD system consists of a source \( S \), a destination \( D \), and \( K \) cooperating relays \( R_k \), \( 1 \leq k \leq K \), and employs C–MRC [1], LAR–\( \alpha_{\text{inst}} \), or LAR–\( \alpha \) [5] for relaying (Fig. 2). Transmission from the source to the destination is organized in two hops. In the first hop, the source transmits and the relays and the destination receive. The signals received at the relays and the destination in the first hop are given by

\[
\begin{align*}
    r_{1k} &= \sqrt{p_s} h_{1k} x + n_k, \quad 1 \leq k \leq K \\
    r_0 &= \sqrt{p_s} h_0 x + n_0,
\end{align*}
\]

respectively, where \( p_s \) is the average transmit symbol power of the source and \( x \) denotes the symbol transmitted by the source. We assume \( x \in \mathcal{X} \), where \( \mathcal{X} \) is an \( M \)–ary constellation such as binary phase–shift keying (BPSK) or \( M \)–ary phase–shift keying (\( M \)–PSK). Furthermore, we assume \( x \) is normalized such that \( \mathcal{E}\{|x|^2\} = 1 \). In (1) and (2), \( h_0 \) and \( h_{1k} \) are the fading gains of the source–destination channel and the channel between the source and the relay \( R_k \), respectively. Furthermore, \( n_0 \) and \( n_{1k} \) denote the Gaussian distributed noise samples at, respectively, the destination in the first hop and the \( k \)th relay in the first hop. The variances of these noise samples are denoted by \( \sigma_{n_0}^2 \triangleq \mathcal{E}\{|n_0|^2\} \) and \( \sigma_{n_{1k}}^2 \triangleq \mathcal{E}\{|n_{1k}|^2\} \), respectively. After receiving the signal \( r_{1k} \), relay \( R_k \), \( 1 \leq k \leq K \), performs coherent ML detection to obtain the decoded symbol \( \hat{x}_k \) as

\[
\hat{x}_k = \arg\min_{x \in \mathcal{X}} |r_{1k} - \sqrt{p_s} h_{1k} x|^2.
\]

In the second hop, relay \( R_k \), \( 1 \leq k \leq K \), multiplies the decoded symbol \( \hat{x}_k \) with factor \( \sqrt{p_s \alpha_k} \) and forwards the resulting signal to the destination. Here, \( \alpha_k \in [0, 1] \), \( 1 \leq k \leq K \), is the relay gain which depends on the adopted DF scheme and will be discussed later in this section. The signal received from the \( k \)th relay at the destination in the second hop, \( r_{2k} \), can therefore be modeled as

\[
\begin{align*}
    r_{2k} &= \sqrt{p_s \alpha_k} h_{2k} \hat{x}_k + n_{2k}, \quad 1 \leq k \leq K,
\end{align*}
\]

where \( h_{2k} \) denotes the gain of the channel between relay \( R_k \) and the destination and \( n_{2k} \) is the Gaussian distributed noise at the destination in the second hop with variance \( \sigma_{n_{2k}}^2 \triangleq \mathcal{E}\{|n_{2k}|^2\} \).
We assume independent Rayleigh fading for all transmitter–receiver pairs [1, 2, 5, 7]. Thus, the fading gains \(h_0 \triangleq a_0 e^{-j\theta_0}, h_{1k} \triangleq a_1 e^{-j\theta_1}, \) and \(h_{2k} \triangleq a_2 e^{-j\theta_2},\) are independent Gaussian random variables (RVs) with zero mean and variances \(\Omega_0 \triangleq \mathcal{E}\{|h_0|^2\}, \Omega_{1k} \triangleq \mathcal{E}\{|h_{1k}|^2\}, \) and \(\Omega_{2k} \triangleq \mathcal{E}\{|h_{2k}|^2\},\) respectively. The channel amplitudes \(a_0, a_{1k}, \) and \(a_{2k}\) are positive real RVs and follow a Rayleigh distribution. Furthermore, the channel phases \(\theta_0, \theta_{1k}, \) and \(\theta_{2k}\) are uniformly distributed in \([-\pi, \pi]\) and are independent from the channel amplitudes. For future reference, we define the instantaneous SNRs associated with the source–destination link, the source–relay links, and the relay–destination links as \(\gamma_0 = \frac{p_s a_0^2}{\sigma_{n_0}^2}, \gamma_{1k} = \frac{p_s a_{1k}^2}{\sigma_{n_{1k}}^2}, \) and \(\gamma_{2k} = \frac{p_s a_{2k}^2}{\sigma_{n_{2k}}^2},\) respectively. The corresponding average SNRs are given by \(\bar{\gamma}_0 = p_s \Omega_0/\sigma_{n_0}^2, \bar{\gamma}_{1k} = p_s \Omega_{1k}/\sigma_{n_{1k}}^2, \) and \(\bar{\gamma}_{2k} = p_s \Omega_{2k}/\sigma_{n_{2k}}^2.\)

Having received the signals \(r_0\) and \(r_{2k}\) from the source and the relay, respectively, the destination performs diversity combining to obtain the estimate \(\hat{x} = \arg\min_{\tilde{x} \in \mathcal{X}} m_c(\tilde{x}).\) The decision metric \(m_c(\tilde{x})\) is defined as

\[
m_c(\tilde{x}) \triangleq \frac{|r_0 - \sqrt{p_s h_0 \tilde{x}}|^2}{\sigma_{n_0}^2} + \lambda_k \frac{|r_{2k} - \sqrt{p_s \alpha_k h_{2k} \tilde{x}}|^2}{\sigma_{n_{2k}}^2},
\]

where \(\tilde{x} \in \mathcal{A}\) is a trial symbol. Furthermore, the combining weight \(\lambda_k \in [0, 1], 1 \leq k \leq K,\) depends on the adopted DF scheme and will be discussed shortly.

**Relay Gain** \(\alpha_k: \) This factor is defined in Table I for C–MRC, LAR–\(\alpha_{\text{inst}},\) and LAR–\(\alpha. \) For C–MRC \(\alpha_k = 1\) is valid and therefore no scaling is performed at the relay. For LAR–\(\alpha_{\text{inst}}\) and LAR–\(\alpha,\) however, a variable gain \(\alpha_k\) is used to appropriately adjust the instantaneous power at the \(k\)th relay to variations in the respective source–relay and relay–destination links.

**Combining Weight** \(\lambda_k: \) This factor is also defined in Table I for the considered DF schemes. For C–MRC, a variable weight \(\lambda_k < 1\) is assigned to the signal received from the relay in order to take into account the effect of possible erroneous decisions at the \(k\)th relay. For LAR–\(\alpha_{\text{inst}}\) and LAR–\(\alpha,\) \(\lambda_k = 1\) is valid, i.e., the destination performs conventional MRC as due to proper power scaling at the relay additional processing is not required at the destination.

**Signaling Requirements:** Since the three considered DF schemes employ different relay gains and combining weights, they require varying amount of channel state information (CSI) at the relay and the destination. In particular, in order to obtain \(\lambda_k\) at the destination, C–MRC relies on sending \(\gamma_{1k}\) from relay \(R_k\) to the destination. In contrast, \(\gamma_{2k}\) and \(\bar{\gamma}_{2k}\) have to be feedback from the destination to the \(k\)th relay in order to calculate \(\alpha_k\) for LAR–\(\alpha_{\text{inst}}\) and LAR–\(\alpha,\) respectively. Since average SNR values tend to vary with considerably slower rates compared to instantaneous SNR values, the
overhead associated the required signaling for LAR–α is considerably lower compared to those of C–MRC and LAR–α_{inst} and this scheme has a higher robustness against outdated CSI. As will be shown in Sections III and IV, this advantage comes at the cost of a diversity loss for LAR–α. special case of C–MRC with \( \lambda_1 = 1 \).

III. ERROR RATE ANALYSIS

In this section, we provide a unified performance analysis of the C–MRC, LAR–α_{inst}, and LAR–α DF schemes for high SNRs, i.e., for \( \gamma_0, \gamma_{1k}, \gamma_{2k} \to \infty, 1 \leq k \leq K \). In particular, we develop an asymptotic expression for the (average) pairwise error probability (PEP) in Subsection III-A and relate this PEP to the asymptotic (average) SER and BER in Subsection III-B. Furthermore, we employ the developed asymptotic results to analyze the diversity gain achieved by the considered DF schemes in Subsection III-C.

A. Asymptotic PEP

Assuming that \( x \in \mathcal{X} \) was transmitted by the source and \( \hat{x} \in \mathcal{X}, \hat{x} \neq x \) was detected at the destination, the PEP for the considered CD system can be expressed as

\[
P(x \to \hat{x}) = \sum_{i=0}^{\left|\mathcal{A}\right|} \left( \Pr \{ m_e(x) > m_e(\hat{x}) \} \right) \prod_{k=1}^{K} \psi_k(\gamma_{1k}, \nu_{ik})
\]

In (6), \( \mathcal{A} \) is the set of all possible values for the decoded signal vector \([\hat{x}_1, \ldots, \hat{x}_K]^T\), i.e., \( \mathcal{A} \triangleq \{ \nu_i | \nu_i \triangleq [\hat{x}_1, \ldots, \hat{x}_K]^T, \hat{x}_k \in \{x\} \cup \mathcal{N}(x), 1 \leq k \leq K \} \), where \( i \) is used to index the elements of \( \mathcal{A} \). Furthermore, \( \nu_{ik} \) denotes the \( k \)th element in vector \( \nu_i \) and we have defined \( \psi_k(\gamma_{1k}, \nu_{ik}) \triangleq 1 - \beta Q(\sqrt{2\zeta \gamma_{1k}}) \) for \( \nu_{ik} = x \) and \( \psi_k(\gamma_{1k}, \nu_{ik}) \triangleq \frac{\beta}{N(x)} Q(\sqrt{2\zeta \gamma_{1k}}) \) for \( \nu_{ik} \neq x \), where \( \beta \) and \( \zeta \) are two modulation dependent constants (e.g. \( \beta = \zeta = 1 \) for BPSK). Using (5) in (6) yields

\[
P(x \to \hat{x}) = \sum_{i=0}^{\left|\mathcal{A}\right|} \left( \Pr \{ \Delta_0(x, \hat{x}) + \lambda_k \sum_{k=1}^{K} \Delta_k(x, \hat{x}, \nu_{ik}) < 0 \} \prod_{k=1}^{K} \psi_k(\gamma_{1k}, \nu_{ik}) \right),
\]

with \( \Delta_0(x, \hat{x}) \triangleq |\sqrt{2\gamma_0}(x - \hat{x}) + \bar{n}_0|^2 - |\bar{n}_0|^2 \) and

\[
\Delta_k(x, \hat{x}, \hat{x}) \triangleq |\sqrt{2\gamma_k \alpha_{ik}}(x - \hat{x}_k) + \bar{n}_{2k}|^2 - |\sqrt{2\gamma_k \alpha_{ik}}(x - \hat{x}_k) + \bar{n}_{2k}|^2, \quad 1 \leq k \leq K,
\]
where $\bar{n}_0 \triangleq n_0/\sigma_{n_0}$ and $\bar{n}_{2k} \triangleq n_{2k}/\sigma_{n_{2k}}$, $1 \leq k \leq K$. We now exploit that for any RV $\Delta$ we have
\[
\Pr\{\Delta < 0\} = \frac{1}{2\pi j} \int_{c-j\infty}^{c+j\infty} \Phi_{\Delta}(s) \frac{d s}{s},
\]
with moment generating function (MGF) $\Phi_{\Delta}(s) \triangleq \mathcal{E}_{\Delta}\{e^{-\Delta s}\}$ where $c$ is a small positive constant that lies in the region of convergence of the integrand \cite{8}. This leads to
\[
P(x \rightarrow \bar{x}) = \frac{1}{2\pi j} \sum_{i=0}^{|A|} \int_{c-j\infty}^{c+j\infty} \Phi_0(s) \prod_{k=1}^{K} \Phi_k(s, \nu_{ik}) \frac{d s}{s},
\]
with
\[
\Phi_k(s, \nu_{ik}) \triangleq \begin{cases} 
\Phi^c_k(s) - \beta \Phi^e_k(s, x), & \nu_{ik} = x \\
\frac{\beta}{\Lambda(x)} \Phi^e_k(s, \nu_{ik}), & \nu_{ik} \neq x
\end{cases}
\]
where we have defined the MGFs $\Phi_0(s) \triangleq \mathcal{E}_{\xi_0,\eta_0}\{e^{-s\Delta \xi_0(x,\bar{x})}\}$, $\Phi^c_k(s) \triangleq \mathcal{E}_{\gamma_{1k},\gamma_{2k},\bar{n}_{2k}}\{e^{-s\lambda_k \Delta_k(x,\bar{x},x)}\}$, and $\Phi^e_k(s, \hat{x}_k) \triangleq \mathcal{E}_{\gamma_{1k},\gamma_{2k},\bar{n}_{2k}}\{Q_{\sqrt{\zeta_{1k}}}(s,\xi_0) e^{-s\lambda_k \Delta_k(x,\bar{x},\hat{x}_k)}\}$. In \cite{6}, an asymptotic expression for $\Phi_0(s)$ for $\bar{\gamma}_0 \rightarrow \infty$ has been obtained as
\[
\Phi_0(s) \overset{\circ}{=} \frac{1}{d_0^2 s(1-s)^{\bar{\gamma}_0}},
\]
where $d_0 \triangleq |\bar{x} - x|$. Furthermore, asymptotic expressions for $\Phi^c_k(s, \hat{x}_k)$ and $\Phi^e_k(s)$ for $\bar{\gamma}_{1k}, \bar{\gamma}_{2k} \rightarrow \infty$ are provided in Table II for C–MRC, LAR–$\alpha_{\text{inst}}$, and LAR–$\alpha$ (The corresponding proofs are provided in the Appendix). With these expressions at hand, the asymptotic PEP can be obtained from (9) and (10) for the considered DF schemes, cf. Section III-B.

B. Asymptotic SER and BER

To obtain an asymptotic expression for the SER we use a truncated union–bound over the asymptotic PEPs $P(x \rightarrow \bar{x})$, where we include only nearest neighbor error events. In particular, a highly accurate approximation for the asymptotic SER is given by
\[
P_s \overset{\circ}{=} \frac{\beta}{M} \sum_{x \in X} \sum_{\bar{x} \in \mathcal{N}(x)} P(x \rightarrow \bar{x}),
\]
To derive a general expression for the SER we first note that according to (10) and Table II, $\Phi_k(s, \nu_{ik})$ can be written as
\[
\Phi_k(s, \nu_{ik}) = \frac{\Phi_1^c(s, \nu_{ik})}{\bar{\gamma}_{1k}} + \frac{\Phi_2^c(s, \nu_{ik})}{\bar{\gamma}_{2k}} + \frac{\Phi_{\bar{\gamma}k}^e(s, \nu_{ik})}{\bar{\gamma}_{\bar{\gamma}k}},
\]
where $\bar{\gamma}_{ik} \triangleq \frac{\log_{\gamma_{ik}}}{\gamma_{ik}}$, and $\Phi_{\bar{\gamma}j_k}^e(s, \nu_{ik}), \bar{\gamma}_{j_k} \in \{1, 2, l\}, 1 \leq k \leq K$, can be easily obtained based on (10) and Table II for the considered DF schemes. By combining (9), (11), (12), and (13) we obtain the asymptotic SER as
\[
P_s \overset{\circ}{=} \sum_{j_k \in \{1, 2, l\}, 1 \leq k \leq K} C_{j_1 \cdots j_K} \bar{\gamma}_{0}^{-1} \bar{\gamma}_{j_1}^{-1} \cdots \bar{\gamma}_{j_k}^{-1},
\]
where the coefficients $C_{j_1 \cdots j_K}$, $j_k \in \{1, 2, l\}$, 1 $\leq k \leq K$, are given by

$$C_{j_1 \cdots j_K} \triangleq \frac{\beta_j}{2\pi j M} \int_{c-j\infty}^{c+j\infty} \Phi_0(s) \left( \sum_{x \in X} \sum_{\tilde{x} \in N(x)} \sum_{i=0}^{\infty} \prod_{k=1}^{K} \Phi_{j_k}^{i_k}(s, \nu_{i_k}) \right) \frac{ds}{s},$$

(15)

with $\Phi_0(s) \triangleq \frac{1}{d_0^2(1-s)}$. Furthermore, for Gray labeling the asymptotic BER can be tightly approximated based on the asymptotic SER as

$$P_b \triangleq \frac{P_s}{\log_2(M)}.$$  

(16)

The coefficients $C_{j_1 \cdots j_K}$ in (15) involve a single complex integration which, in general, cannot be obtained in closed-form, and therefore should be obtained numerically, e.g., using the Gauss–Quadrature method [8]. However, for a given DF scheme, signal constellation, and number of relays $K$, these coefficients have to be calculated only once, and thus the computational complexity associated with the numerical evaluation of the involved complex integrals is not a concern.

In the following examples we demonstrate how (14)–(16) can be employed to obtain an expression for the asymptotic error rate of the C–MRC, LAR–$\alpha_{\text{inst}}$, and LAR–$\alpha$, respectively, for different number of relays and different modulation formats.

**Example 1** In the first example, we consider a CD system employing C–MRC and BPSK modulation. For $K = 2$ relays based on (15) we obtain $C_{11} = 0.4853$, $C_{12} = C_{21} = 0.3435$, and $C_{22} = 0.1562$, while the remaining coefficients are zero. Therefore, using (14)–(16) the asymptotic BER can be expressed as $P_b \triangleq \frac{1}{\gamma_0} \left( \frac{C_{11}}{\gamma_1 \gamma_2} + \frac{C_{12}}{\gamma_1 \gamma_2} + \frac{C_{21}}{\gamma_2 \gamma_1} + \frac{C_{22}}{\gamma_2 \gamma_1} \right)$. Similarly, for $K = 1$ relay the asymptotic BER can be expressed as $P_b \triangleq \frac{1}{\gamma_0} \left( \frac{C_{1}}{\gamma_1} + \frac{C_{2}}{\gamma_2} \right)$ with $C_1 = 0.2952$ and $C_2 = 0.1875$, which is in agreement with [6, Eq. (25)]. In contrast to AF relaying [2], the asymptotic BER expression for C–MRC is not symmetric with respect to the source–relay and relay–destination links as we have $C_1 \neq C_2$ and $C_{11} \neq C_{22}$ for $K = 1$ and $K = 2$, respectively. For example, for AF and BPSK from [2] we obtain $P_b \triangleq \frac{C_0}{\gamma_0} \prod_{k=1}^{K} \left( \frac{1}{\gamma_{1k}} + \frac{1}{\gamma_{2k}} \right)$ with $C_0 = 0.1875$ and $C_0 = 0.1562$ for $K = 1$ and $K = 2$, respectively. As a result of the aforementioned asymmetry of C–MRC, while the channel quality setting $\gamma_{2k} = \gamma_0 = \gamma$, $\gamma_{1k} \rightarrow \infty$, 1 $\leq k \leq K$, leads to the same asymptotic BER for AF and C–MRC, AF outperforms C–MRC for $\gamma_{1k} = \gamma_0 = \gamma$, $\gamma_{2k} \rightarrow \infty$, 1 $\leq k \leq K$. This is due to the fact that some information about the transmit signal may be lost when performing hard–decision decoding at the relays (cf. Eq. (3)) which can not be recovered at the destination even if the relay–destination links are ideal.
Example 2) Here, we consider a CD system with LAR–$\alpha_{\text{inst}}$ and BPSK modulation. Based on (14)–(16), for $K = 1$ and $K = 2$ we obtain $P_b = \frac{1}{\gamma_0} \left( \frac{C_1}{\gamma_{11} \gamma_{12}} \right)$ with $C_1 = 0.4099$ and $C_2 = 0.1875$, and $P_b = \frac{1}{\gamma_0} \left( \frac{C_{11}}{\gamma_{11} \gamma_{12}} + \frac{C_{12}}{\gamma_{12} \gamma_{12}} + \frac{C_{11}}{\gamma_{21} \gamma_{12}} + \frac{C_{22}}{\gamma_{21} \gamma_{22}} \right)$ with $C_{11} = 0.8249$, $C_{12} = C_{21} = 0.4746$, and $C_{22} = 0.1562$, respectively. We note that a similar asymmetry with respect to the source–relay and relay–destination links as in Example 1 is also observed in this case.

Example 3) In the final example, we consider a CD system using LAR–$\alpha$, $K = 1$ relay, and 8–PSK modulation. Using (14), (15), and $\tilde{\gamma}_l = \frac{\log \tilde{\gamma}_l}{\hat{\gamma}_l}$ the asymptotic SER can be expressed as $P_s = \frac{1}{\gamma_0} \left( \frac{C_1}{\gamma_{11} \gamma_{12}} + \frac{C_2}{\gamma_{12} \gamma_{12}} + \frac{C_{11}}{\gamma_{21} \gamma_{12}} + \frac{C_{22}}{\gamma_{21} \gamma_{22}} \right)$ with $C_1 = -(10.6 + 8.74 \log_1(\tilde{\gamma}_{21}/\tilde{\gamma}_{11}))$, $C_2 = 8.74 e^{-\tilde{\gamma}_{21}/\tilde{\gamma}_{11}}$, $C_l = 8.74$. In this case, $C_l$ is non–zero, and therefore, the asymptotic error rate expression involves a logarithmic term which was not present in the case of C–MRC and LAR–$\alpha_{\text{inst}}$. As will be discussed in the next subsection, this term leads to a diversity loss and therefore a considerable performance degradation for LAR–$\alpha$ at high SNRs.

C. Diversity Gain

The diversity gain is defined as the negative asymptotic slope of error rate curves as a function of the SNR on a double–logarithmic scale and plays a crucial role in the performance of CD system. Therefore, in this subsection we analyze the diversity gain achieved by C–MRC, LAR–$\alpha_{\text{inst}}$, and LAR–$\alpha$ using the asymptotic error rate results obtained in the previous subsection. To formally define the diversity gain we assume without loss of generality that $\tilde{\gamma}_0 = \zeta_0 \tilde{\gamma}$, $\tilde{\gamma}_{1k} = \zeta_{1k} \tilde{\gamma}$, and $\tilde{\gamma}_{2k} = \zeta_{2k} \tilde{\gamma}$, 1 $\leq k \leq K$, where $\zeta_0$, $\zeta_{1k}$, and $\zeta_{2k}$ are finite (positive) constants, which are independent of $\tilde{\gamma}$. The diversity gain associated with the asymptotic SER is then defined as $G_d = -\lim_{\tilde{\gamma} \to \infty} \log (P_s) / \log(\tilde{\gamma})$.

For C–MRC and LAR–$\alpha_{\text{inst}}$ from (10), Table II, and (13) we have $\Phi_k(s, \nu_{ik}) = 0$, and therefore based on (15) we conclude that $C_{j_1 \cdots j_K} = 0$ for $j_k = l$, 1 $\leq k \leq K$. As a result, according to (14) we have $P_s = \tilde{\zeta}_1 \tilde{\gamma}^{-(K+1)}$, where $\tilde{\zeta}_1$ is a (positive) constant. Therefore the diversity gain is given by $G_d = K + 1$, i.e., a full diversity gain equal to the number of paths between the source and the destination is achieved. However, for LAR–$\alpha$ $\Phi_k(s, \nu_{ik})$ and therefore $C_{j_1 \cdots j_K}$ are, in general, non–zero for $j_k = l$, 1 $\leq k \leq K$. Consequently, from (14) we obtain $P_s = \tilde{\zeta}_2 \log \tilde{\gamma} \tilde{\gamma}^{-(K+1)}$, where $\tilde{\zeta}_2$ is a (positive) constant. Therefore, the diversity gain achieved by LAR–$\alpha$ is smaller than $K + 1$ but greater than $K$, i.e., in general, LAR–$\alpha$ is unable to achieve full diversity. As will be shown in Section IV, this diversity loss adversely affects the performance of LAR–$\alpha$ especially at high SNRs.
IV. Numerical and Simulation Results

In this section, we verify the analytical results derived in Sections III with computer simulations. Furthermore, we employ these results to study the performance of C–MRC, LAR–$\alpha_{\text{inst}}$, and LAR–$\alpha$ and to compare the performance of these schemes with that of AF relaying [2]. For the figures in this section, the analytical results were obtained using (14)–(16). Furthermore, we have adopted equal variances for all noise samples (i.e., $\sigma^2_{n_0} = \sigma^2_{n_{1k}} = \sigma^2_{n_{2k}} = N_0$, $1 \leq k \leq K$) and shown the BER as a function of the total per–node average SNR $\bar{\gamma}_t$ defined as $\bar{\gamma}_t \triangleq \left(1 + \sum_{k=1}^{K} E\{\alpha_k\}\right)\bar{\gamma}/(K + 1)$ with $\bar{\gamma} \triangleq p_s N_0$.

In Fig. 2, we show the BERs of CD systems employing C–MRC, LAR–$\alpha_{\text{inst}}$, LAR–$\alpha$, and AF schemes for $K = 1, 2$ relays. For the considered system we have assumed BPSK modulation and $\bar{\gamma}_{1k} = \bar{\gamma}_{2k} = \bar{\gamma}_0 = \bar{\gamma}$, $1 \leq k \leq K$, i.e., all links have the same quality. As seen from the figure, for high enough SNRs the analytical and simulation results are in excellent agreement confirming that the analytical results provide a suitable means for comparing the performance of the considered schemes. Furthermore, in accordance with Section III-B, a diversity gain of $G_d = K + 1$ is achieved by both C–MRC and LAR–$\alpha_{\text{inst}}$. However, for LAR–$\alpha_{\text{inst}}$ the achieved diversity gain is smaller than $K + 1$ (but greater than $K$) resulting in a substantial performance loss at high SNRs, which increases with the number of relays.

Fig. 3 shows the BER of CD systems employing C–MRC, LAR–$\alpha_{\text{inst}}$, LAR–$\alpha$, and AF schemes for 8–PSK modulation and $K = 1, 3$ relays. Here, we have assumed $\bar{\gamma}_{1k} = \bar{\gamma}_0 = \bar{\gamma}$ and $\bar{\gamma}_{2k} = \bar{\gamma} + 30$dB, $1 \leq k \leq K$, and therefore the relay–destination links are much stronger compared to the source–relay links. In contrast to Fig. 3, we observe that LAR–$\alpha_{\text{inst}}$ and LAR–$\alpha$ perform considerably better relative to C–MRC. This due to the fact that for the considered channel quality setting LAR–$\alpha_{\text{inst}}$ and LAR–$\alpha$ utilize the available transmit power at the relays more efficiently, and consequently for a given $\bar{\gamma}$ achieve a much lower $\bar{\gamma}_t$ compared to C–MRC. However, due to the diversity loss by LAR–$\alpha$, this performance improvement over C–MRC is significantly reduced or lost for LAR–$\alpha$ at high SNRs.

V. Conclusions

In this paper, we have provided a performance analysis of C–MRC, LAR–$\alpha_{\text{inst}}$, and LAR–$\alpha$ DF schemes for multi–branch CD systems for high SNRs and Rayleigh fading. The developed analytical results a) are valid for arbitrary modulation formats and arbitrary channel qualities b) facilitate a performance comparison with other relaying schemes c) reveal that for CD systems with $K$ relays
C–MRC and LAR–$\alpha_{inst}$ achieve the full diversity gain of $G_d = K + 1$, but the diversity gain achieved by LAR–$\alpha$ is between $K$ and $K + 1$, i.e., LAR–$\alpha$ is, in general, unable to achieve full diversity.

**APPENDIX**

In this appendix, we analyze the asymptotic behavior of $\Phi^e_k(s, \hat{x}_k)$ for $\gamma_{1k}, \gamma_{2k} \to \infty$, $1 \leq k \leq K$, for C–MRC, LAR–$\alpha_{inst}$, and LAR–$\alpha$, respectively. The asymptotic behavior of $\Phi^e_k(s)$ can be obtained in a similar manner for the considered DF schemes. The resulting asymptotic expressions for $\Phi^e_k(s, \hat{x}_k)$ and $\Phi^e_k(s)$ are provided in Table II. For simplicity, we drop the subscript $k$ in the following.

Using the alternative representation for the Q–function $Q(x) = \frac{1}{\pi} \int_0^{\pi/2} e^{-x^2/sin^2 \theta} \, d\theta$ we can write $\Phi^e(s, \hat{x})$ as

$$\Phi^e(s, \hat{x}) = \frac{1}{\pi} \int_0^{\pi/2} \Phi(s, \theta) \, d\theta,$$

(17)

where $\Phi(s, \theta) \triangleq \mathcal{E}_{\gamma_1, \gamma_2, \theta_2} \{ e^{-\frac{\gamma_1}{sin^2 \theta}} e^{-s \lambda \Delta(x, \hat{x})} \}$. Using (8) and the relation $\mathcal{E}_{\theta_2} \{ e^{-s R(\eta_2^* \bar{n}_2^*)} \} = e^{\bar{s}^2}$, $\Phi(s, \theta)$ can be expressed as

$$\Phi(s, \theta) = \frac{1}{\gamma_1 \gamma_2} \int_0^\infty \int_0^\infty e^{-s \lambda \alpha_2 d(\hat{x}) + s^2 \gamma_1^2 \alpha_2 d_0^2 - \frac{\gamma_1}{sin^2 \theta}} e^{-\gamma_1 / \gamma_1} e^{-\gamma_2 / \gamma_2} d\gamma_1 d\gamma_2,$$

(18)

where $d(\hat{x}) \triangleq |\hat{x} - \check{x}|^2 - |x - \check{x}|^2$. In the following, we employ (17) and (18) to obtain the asymptotic behavior of $\Phi^e(s, \hat{x})$ for C–MRC, LAR–$\alpha_{inst}$, and LAR–$\alpha$, respectively.

**C–MRC:** The asymptotic behavior of $\Phi(s, \theta)$ for $\gamma_1, \gamma_2 \to \infty$ has been obtained in [6] as $\Phi(s, \theta) \triangleq \frac{1}{(d(\hat{x}) + \frac{s}{sin^2 \theta}) \gamma_1 \gamma_2}$, where we have adjusted the notation of [6] to the problem at hand. Applying this result in (17) leads to the asymptotic expression given in Table II for $\Phi^e(s, \hat{x})$ and C–MRC.

**LAR–$\alpha_{inst}$:** For LAR–$\alpha_{inst}$ based on (18) and Table I we obtain

$$\Phi(s, \theta) = \frac{1}{\gamma_1 \gamma_2} \int_0^\infty \int_0^\infty e^{-\gamma_1(\gamma_1, \gamma_2)} d(\hat{x}) - \frac{\gamma_1}{sin^2 \theta} \, e^{s^2 \gamma_1(\gamma_1, \gamma_2)} d_0^2 \, e^{-\gamma_1 / \gamma_1} \, e^{-\gamma_2 / \gamma_2} \, d\gamma_1 \, d\gamma_2.$$  

(19)

Splitting the inner integration interval in (19) into two intervals $[0, \gamma_1)$ and $[\gamma_1, \infty)$ results in $\Phi(s, \theta) = \Phi_1(s, \theta) + \Phi_2(s, \theta)$ where

$$\Phi_1(s, \theta) \triangleq \frac{1}{\gamma_1 \gamma_2} \int_0^{\gamma_1} d\gamma_1 \, e^{-\gamma_1(\gamma_1, \gamma_2)} \int_0^{\gamma_1} d\gamma_2 \, e^{-\gamma_1(s d(\hat{x}) - s^2 d_0^2 + 1 / \gamma_1)}$$

(20)

and

$$\Phi_2(s, \theta) \triangleq \frac{1}{\gamma_1 \gamma_2} \int_0^{\gamma_1} d\gamma_1 \, e^{-\gamma_1(s d(\hat{x}) + \frac{s}{sin^2 \theta} - s^2 d_0^2 + 1 / \gamma_1)} \int_0^{\gamma_1} d\gamma_2 \, e^{-\gamma_2 / \gamma_2}.$$  

(21)

For $\Phi_1(s, \theta)$ based on (20) we obtain

$$\Phi_1(s, \theta) = \frac{1}{\gamma_1 \gamma_2} \left( s d(\hat{x}) - s^2 d_0^2 + 1 / \gamma_2 + s / sin^2 \theta + 1 / \gamma_1 \right) \left( s / sin^2 \theta + 1 / \gamma_1 \right) \sim o \left( \gamma_1^{-1} \gamma_2^{-1} \right).$$  

(22)
For $\Phi_2(s, \theta)$ from (21) we get
\[
\Phi_2(s, \theta) = \frac{1}{\gamma_1} \int_0^\infty d\gamma_1 e^{-\gamma_1 \left( s \hat{d}(\hat{x}) + \frac{s \sin^2 \theta}{\sin^2 \gamma_1} - s^2 \gamma_2 d_0 + 1/\gamma_1 + 1/\gamma_2 \right)} = \frac{1}{\gamma_1} \left( s \hat{d}(\hat{x}) + \frac{s \sin^2 \theta}{\sin^2 \gamma_1} - s^2 \gamma_2 d_0 \right). \tag{23}
\]

The asymptotic behavior of $\Phi^e(s, \hat{x})$ can be obtained as given in Table II by combining (22), (23), and (17).

**LAR–**: For LAR– from (18) and Table I we have
\[
\Phi(s, \theta) = \frac{1}{\gamma_1 \gamma_2} \int_0^\infty d\gamma_2 e^{-\gamma_2} \int_0^{\gamma_2} d\gamma_1 e^{-\gamma_1 \left( s \gamma_2 \hat{d}(\hat{x}) + \frac{s \sin^2 \theta}{\sin^2 \gamma_1} - s^2 \gamma_2 \gamma_2 d_0 + 1/\gamma_1 \right)},
\]

and
\[
\Phi_2(s, \theta) = \frac{1}{\gamma_1 \gamma_2} \int_0^\infty d\gamma_2 e^{-\gamma_2 \left( s \hat{d}(\hat{x}) + s^2 \gamma_2 d_0 + 1/\gamma_2 \right)} \int_0^{\gamma_2} d\gamma_1 e^{-\gamma_1 \left( s \gamma_2 \hat{d}(\hat{x}) + \frac{s \sin^2 \theta}{\sin^2 \gamma_1} - s^2 \gamma_2 d_0 \right)}, \tag{26}
\]

Using (25), $\Phi_1(s, \theta)$ can be written as
\[
\Phi_1(s, \theta) \triangleq \frac{1}{\gamma_1} \int_0^\infty \frac{e^{-\gamma_2}}{s \gamma_2 \hat{d}(\hat{x}) + \frac{s \sin^2 \theta}{\sin^2 \gamma_1} - s^2 \gamma_2 d_0} d\gamma_2. \tag{27}
\]

For $\Phi_2(s, \theta)$ from (26) we obtain
\[
\Phi_2(s, \theta) = \frac{e^{-\left( \frac{s \sin^2 \theta}{\sin^2 \gamma_1} + 1/\gamma_1 \right) \gamma_2}}{\left( s \gamma_2 \hat{d}(\hat{x}) + \frac{s \sin^2 \theta}{\sin^2 \gamma_1} - s^2 \gamma_2 d_0 \right)^2} \int_0^{\gamma_2} d\gamma_1 e^{-\gamma_1 \left( s \gamma_2 \hat{d}(\hat{x}) + s^2 \gamma_2 d_0 + 1/\gamma_2 \right)} = o \left( e^{-\frac{s \sin^2 \theta}{\sin^2 \gamma_1} \gamma_1^{-1} \gamma_2^{-1}} \right). \tag{28}
\]

By combining (27), (28), and (17) we arrive at the asymptotic expression given in Table II for $\Phi^e(s, \hat{x})$ and LAR–.
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Scheme & $\alpha_k$ & $\lambda_k$ \\
\hline
C–MRC & 1 & $\min\{\tau_{1k}, \tau_{2k}\}$ \\
LAR–$\alpha_{\text{inst}}$ & $\min\{\tau_{1k}, \tau_{2k}\}/\tau_{2k}$ & 1 \\
LAR–$\alpha$ & $\min\{\tau_{1k}, \tau_{2k}\}/\tau_{2k}$ & 1 \\
\hline
\end{tabular}
\end{table
Fig. 1. Block diagram for the considered multi–branch CD system.
Fig. 2. BER vs. $\bar{\gamma}$ for CD systems employing C–MRC, LAR–$\alpha_{\text{inst}}$, LAR–$\alpha$, and AF schemes for $K = 1, 2$ relays, BPSK modulation, and $\bar{\gamma}_1 = \bar{\gamma}_2 = \bar{\gamma}_0 = \bar{\gamma}$, $1 \leq k \leq K$. Solid lines with markers: Simulated BER. Dashed line: Asymptotic BER.
Fig. 3. BER vs. $\bar{\gamma}$ for CD systems employing C–MRC, LAR–$\alpha_{\text{inst}}$, LAR–$\alpha$, and AF schemes for $K = 1, 3$ relays, 8–PSK modulation, and $\bar{\gamma}_{1k} = \bar{\gamma}_0 = \bar{\gamma}$, $\bar{\gamma}_{2k} = \bar{\gamma} + 30\,\text{dB}$, $1 \leq k \leq K$. Solid lines with markers: Simulated BER. Dashed line: Asymptotic BER.